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**ABSTRACT**

The theories and applications of model averaging have been developed comprehensively in the past two decades. In this paper, we consider model averaging for multivariate multiple regression models. In order to make use of the correlation information of the dependent variables sufficiently, we propose a model averaging method based on Mahalanobis distance which is related to the correlation of the dependent variables. We prove the asymptotic optimality of the resulting Mahalanobis Mallows model averaging (MMMA) estimators under certain assumptions. In the simulation study, we show that the proposed MMMA estimators compare favourably with model averaging estimators based on AIC and BIC weights and the Mallows model averaging estimators from the single dependent variable regression models. We further apply our method to the real data on urbanization rate and the proportion of non-agricultural population in ethnic minority areas of China.
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1. Introduction

Model averaging method has been attracted more and more attention in the past two decades, which considers a series of candidate models and weights the results from these models. From the perspective of estimation and prediction, model averaging method can be regarded as an extension of model selection, which can avoid the instability on the model selection process and can also avoid selecting a poor model. There are two main research directions in model averaging: one is from the Bayesian point of view, and the other is from the frequentist point of view. See [1] for a comprehensive survey on Bayesian model averaging. However, in this paper, we focus on the frequentist model averaging. Buckland et al. [2] suggested smoothed-AIC and smoothed-BIC criteria, which weight all candidate model estimators and the negative exponents of AIC and BIC are used as the weights. Hansen [3] proposed the Mallows criterion for model averaging and selected the weights by minimizing this criterion, which is an estimator of the expected in-sample squared error. He constrained the model weights to a special discrete set and showed that the Mallows model averaging (MMA) estimator is asymptotically optimal in the sense of achieving the lowest possible squared error for a class of nested models. Wan et al. [4] extended Hansen’s [3] study and showed that the asymptotic optimality of the Mallows criterion for model averaging holds for continuous model weights set and non-nested models. Subsequently, other model averaging criteria were also proposed. Examples include optimal mean squared error averaging by Liang et al. [5], Jackknife model averaging by Hansen and Racine [6] and Zhang et al. [7], heteroscedasticity-robust Cp model averaging by Liu and Okui [8], and leave-subject-out cross-validation by Gao et al. [9], among others. There are some other literatures focus on the asymptotic distribution theory of model averaging estimators, for example, [10–13].
All the proposed model averaging criteria mentioned above are for models with single dependent variable. To the best of our knowledge, there are no model averaging criteria for models with multiple dependent variables. The main purpose of this paper is to fill this gap. We will consider the multivariate multiple regression model (MMRM), which extends the dimension of dependent variables to be multidimensional and is a powerful tool to study the relationship between multiple independent variables and multiple dependent variables in the practical problems. These kinds of multiple-to-multiple problems are widely existent in economy, agriculture, environment, industry, biology and other fields. Here we provide a common example. To detect the atmospheric pollution in environmental science, we have the concentration of CO, SO, SO2, PM2.5, PM10, dust, smoke and methane as the multidimensional dependent variables. The concentration of atmospheric pollutants closely relates to the distribution of pollutant source, discharge value, topography, landforms, weather and other conditions. For this multiple-to-multiple problem, we need to consider using the MMRM to analyse the relationship between the variables. Other examples include that Izady et al. [14] used the MMRM to predict the groundwater fluctuations, Yanagihara and Satoh [15] applied the MMRM to study the Scottish election data, Jeong et al. [16] studied the daily precipitation with the MMRM, Dan et al. [17] employed the MMRM to investigate the relationship between the Vital Signs and the social characteristics of patients, and Shin et al. [18] analysed the mobile wireless networks by the MMRM. There are also lots of literatures for the theoretical study of MMRM, for example, [15,19–22].

In order to make use of the correlation information of the dependent variables sufficiently, a Mallows type model averaging criterion based on Mahalanobis distance [23] is proposed. We call this criterion as Mahalanobis Mallows criterion for model averaging. The weights are selected by minimizing the Mahalanobis Mallows criterion, which is an unbiased estimator of the expected in-sample Mahalanobis quadratic error plus a constant. We show that our Mahalanobis Mallows model averaging (MMMA) estimator is asymptotically optimal in the sense of achieving the lowest possible Mahalanobis quadratic error for continuous model weights set and non-nested models. The proving process of the asymptotic optimality is more complicated while comparing with the former work of Hansen [3] and Wan et al. [4] mentioned before, because we need to deal with the correlation between the dependent variables, and so need to provide relevant technical results.

The remainder of this paper begins with a description of the MMRM set-up and its parametric estimation in Section 2. Section 3 introduces the Mahalanobis Mallows criterion and the MMMA estimator. Section 4 discusses the asymptotic optimality of the MMMA estimator. Section 5 presents simulation evidence in support of the MMMA estimator. A real data example is studied in Sections 6 and 7 provides some concluding remarks. The technical proofs are relegated to the appendix.

### 2. Model set-up and parametric estimation

Our description of the model set-up follows Hansen’s [3] notations. We consider the MMRM,

\[
y_{ij} = \mu_{ij} + \epsilon_{ij} = \sum_{k=1}^{\infty} x_{ik} \theta_{kj} + \epsilon_{ij}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, p, \tag{1}
\]

where \(y_{ij}\) is the \(j\)th component of the dependent variable \(y_{(i)} = (y_{i1}, y_{i2}, \ldots, y_{ip})'\), which is a \(p \times 1\) random vector; \(x_{ik}\) is the \(k\)th component of the independent variable \(x_{(i)} = (x_{i1}, x_{i2}, \ldots)\), which is a countably infinite random vector; \(\theta_{kj}\) is the unknown coefficient of \(x_{ik}\) corresponding to the \(j\)th dependent variable; and \(\epsilon_{ij}\) is the \(j\)th component of the disturbance \(\epsilon_{(i)} = (\epsilon_{i1}, \epsilon_{i2}, \ldots, \epsilon_{ip})'\), which satisfies \(E(\epsilon_{(i)} | x_{(i)}) = 0\), and \(E(\epsilon_{(i)} \epsilon_{(i)}') = \Sigma = (\sigma_{ij})_{p \times p} > 0\), which means \(\Sigma\) is a positive definite matrix. We assume \(p\) is fixed, \(E\mu_{ij}^2 < \infty\) and \(\mu_{ij}\) converges in mean square.

Equation (1) can also be written as the matrix form

\[
Y = \mu + \Xi = X\theta + \Xi, \tag{2}
\]
where \( Y = (y_{(1)}, y_{(2)}, \ldots, y_{(n)})' \) is an \( n \times p \) dependent variable matrix, \( X = (x_{(1)}, x_{(2)}, \ldots, x_{(n)})' \) is an \( n \times \infty \) independent variable matrix, \( \theta \) is an \( \infty \times p \) parameter matrix, \( \mu = X\theta \) is an \( n \times p \) matrix function of \( X \) and \( \Xi = (\epsilon_{(1)}, \epsilon_{(2)}, \ldots, \epsilon_{(n)})' \) is an \( n \times p \) random error matrix.

We denote the \( p \) single dependent variable regression models as

\[
y_j = \mu_j + \epsilon_j = X\theta_j + \epsilon_j, \quad j = 1, 2, \ldots, p,
\]

where \( y_j = (y_{1j}, y_{2j}, \ldots, y_{nj})' \) is the \( j \)th column of the dependent variable matrix \( Y, \theta_j = (\theta_{1j}, \theta_{2j}, \ldots)' \) is the \( j \)th column of the parameter matrix \( \theta \), and \( \epsilon_j = (\epsilon_{1j}, \epsilon_{2j}, \ldots, \epsilon_{nj})' \) is the \( j \)th column of the random error matrix \( \Xi \).

We use \( M \) candidate MMRMs to approximate (2), where \( M \) is allowed to diverge to infinity as \( n \to \infty \). The \( m \)th approximating (or candidate) MMRM can use any \( k_m \) regressors belonging to \( x_{(i)} \). So the \( m \)th approximating model is

\[
Y = \mu_{(m)} + \Xi = X_{(m)}\theta_{(m)} + \Xi, \quad m = 1, 2, \ldots, M,
\]

where \( X_{(m)} \) is an \( n \times k_m \) matrix and has full column rank, and the columns of \( X_{(m)} \) are constructed from the \( k_m \) columns of \( X \), that is we only choose \( k_m \) independent variables in the \( m \)th candidate model, \( \theta_{(m)} \) is a \( k_m \times p \) parameter matrix.

The \( m \)th candidate model can be written as Equation (4), which is equivalent to Equation (5): we put the model in vector form by using the vectoring operation Vec(·), which creates a column vector by stacking the column vectors of below one another, that is, we write

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_p
\end{pmatrix} = (I_p \otimes X_{(m)}) \begin{pmatrix}
\theta_{1(m)} \\
\theta_{2(m)} \\
\vdots \\
\theta_{p(m)}
\end{pmatrix} + \begin{pmatrix}
\epsilon_1 \\
\epsilon_2 \\
\vdots \\
\epsilon_p
\end{pmatrix},
\]

where \( \theta_{i(m)} = (\theta_{1i(m)}, \theta_{2i(m)}, \ldots, \theta_{km(m)})' \) is the \( i \)th column of the parameter matrix \( \theta_{(m)} \) in the \( m \)th candidate model. Denote

\[
\text{Vec}(Y) = D_{(m)} \text{Vec}(\theta_{(m)}) + \text{Vec}(\Xi),
\]

where \( D_{(m)} = I_p \otimes X_{(m)} \) is a \( pn \times pk_m \) matrix.

We minimize the sum of squared errors and get the parameter estimators,

\[
\text{Vec}(\hat{\theta}_{(m)}) = (D_{(m)}'D_{(m)})^{-1}D_{(m)}' \text{Vec}(Y) = \begin{pmatrix}
(X_{(m)'}X_{(m)})^{-1}X_{(m)}'y_1 \\
(X_{(m)'}X_{(m)})^{-1}X_{(m)}'y_2 \\
\vdots \\
(X_{(m)'}X_{(m)})^{-1}X_{(m)}'y_p
\end{pmatrix} = \begin{pmatrix}
\hat{\theta}_{1(m)} \\
\hat{\theta}_{2(m)} \\
\vdots \\
\hat{\theta}_{p(m)}
\end{pmatrix} = \text{Vec}(\hat{\theta}_{(m)}),
\]

where \( \hat{\theta}_{j(m)} = (X_{(m)'}X_{(m)})^{-1}X_{(m)}'y_j \). Denote \( P_{(m)} = X_{(m)}(X_{(m)'}X_{(m)})^{-1}X_{(m)'} \), which is an \( n \times n \) projection matrix. Then under the \( m \)th candidate model, the estimator of \( \mu \) is given by

\[
\text{Vec}(\hat{\mu}_{(m)}) = \text{Vec}(X_{(m)}\hat{\theta}_{(m)}) = D_{(m)} \text{Vec}(\hat{\theta}_{(m)}) = H_{(m)} \text{Vec}(Y),
\]

where \( H_{(m)} = I_p \otimes P_{(m)} \). Equation (6) means \( \text{Vec}(\hat{\mu}_{(m)}) \) is the linear function of \( \text{Vec}(Y) \).
3. Model averaging estimation and weight choice criterion

Let \( w = (w_1, w_2, \ldots, w_M)' \) be a weight vector in the unit simplex of \( R^M \):

\[
\mathcal{H}_n = \left\{ w \in [0,1]^M : \sum_{m=1}^{M} w_m = 1 \right\}.
\]

The model averaging estimator of \( \text{Vec}(\mu) \) is

\[
\hat{\text{Vec}}(\hat{\mu}(w)) = \sum_{m=1}^{M} w_m \text{Vec}(\hat{\mu}(m)) = \sum_{m=1}^{M} w_m H(m) \text{Vec}(Y) = H(w) \text{Vec}(Y),
\]

where \( P(w) = \sum_{m=1}^{M} w_m P(m) \) and \( H(w) = \sum_{m=1}^{M} w_m H(m) = I_p \otimes P(w) \).

In order to make use of the correlation information of the dependent variables sufficiently, we adopt the Mahalanobis distance [23] to define the quadratic loss function,

\[
L_n(w) = \{\text{Vec}(\hat{\mu}(w)) - \text{Vec}(\mu)\}' \Sigma_0^{-1} \{\text{Vec}(\hat{\mu}(w)) - \text{Vec}(\mu)\},
\]

where \( \Sigma_0 = \Sigma \otimes I_n \) and \( \otimes \) means the Kronecker product. The corresponding risk function is

\[
R_n(w) = E(L_n(w) \mid X) = \text{Vec}(\mu)' (I - H(w))' \Sigma_0^{-1} (I - H(w)) \text{Vec}(\mu) + p\text{tr}[P'(w)P(w)].
\]

Let

\[
C_n(w) = \{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}' \Sigma_0^{-1} \{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\} + 2p\text{tr}(P(w)).
\]

By simple calculation, we obtain

\[
E(C_n(w)) = E(L_n(w)) + np,
\]

which means \( C_n(w) \) is an unbiased estimator of the expected in-sample Mahalanobis quadratic error plus a constant. Therefore, we use \( C_n(w) \) as the weight choice criterion and call this criterion as Mahalanobis Mallows criterion for model averaging. The optimal weight vector can be obtained by minimizing the Mahalanobis Mallows criterion over the weight set \( \mathcal{H}_n \), that is,

\[
\hat{w} = \arg \min_{w \in \mathcal{H}_n} C_n(w).
\]

The corresponding estimator \( \hat{\mu}(\hat{w}) \) is referenced as the MMMA estimator.

Considering a special case with the covariance matrix \( \Sigma \) being a diagonal matrix, the Mahalanobis Mallows criterion defined in Equation (8) can be written as

\[
C_n(w) = \sum_{i=1}^{p} C_{ni}(w)/\sigma_{ii},
\]

where \( C_{ni}(w) = y_i'(I - P(w))'(I - P(w))y_i + 2\sigma_{ii}\text{tr}(P(w)) \) is the Mallows criterion in the \( i \)th single dependent variable regression model introduced by Hansen [3]. Equation (10) means that when the covariance matrix is diagonal, the weight choice criterion is equivalent to the sum of Mallows criteria for all single dependent variable regression models scaled by \( \sigma_{ii} \).
In addition, if instead of $L_n(w)$, we use the sum of squares loss functions

$$L_{0,n}(w) = \{\text{Vec}(\hat{\mu}(w)) - \text{Vec}(\mu)\}'\{\text{Vec}(\hat{\mu}(w)) - \text{Vec}(\mu)\},$$

which does not contain $\Sigma_0^{-1}$, then we will get a weight choice criterion

$$C_{0,n}(w) = \{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}'\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\} + 2\text{tr}(\Sigma)\text{tr}(P(w)).$$

It is easy to show that $E(C_{0,n}(w)) = E(L_{0,n}(w)) + n\text{tr}(\Sigma)$, where the second term has nothing to do with $w$. By some calculations, we have

$$C_{0,n}(w) = \sum_{i=1}^{P} C_{ni}(w),$$

that means that when using the sum of squares loss functions $L_{0,n}(w)$, the weight choice criterion for MMRMs is equivalent to the sum of Mallows criteria for all single dependent variable regression models.

### 4. Asymptotic optimality of MMMA estimator

Let $\xi_n = \inf_{w \in \mathcal{H}_n} R_n(w)$ and $w_m^0$ be an $M \times 1$ vector in which the $m$th element is one and the others are zeros. We consider the asymptotic optimality of the proposed MMMA estimator, which is given in the next theorem.

**Theorem 4.1:** As $n \to \infty$, if, for some fixed integer $G, 1 \leq G < \infty$, and constant $\kappa < \infty$,

$$E(\epsilon_{ij}^{XG}|x_{(i)}) \leq \kappa < \infty, \quad \text{for all } i = 1, \ldots, n, \quad j = 1, 2, \ldots, p,$$

and

$$M \xi_n^{-2G} \sum_{m=1}^{M} \{R_n(w_m^0)^G \to 0, \quad \text{(12)}$$

then

$$\frac{L_n(\hat{w})}{\inf_{w \in \mathcal{H}_n} L_n(w)} \to 1, \quad \text{(13)}$$

Theorem 4.1 shows that the model averaging procedure using $\hat{w}$ is asymptotically optimal in the sense that the resulting Mahalanobis quadratic loss is asymptotically identical to that of the infeasible best possible model averaging estimator. The proof of Theorem 4.1 is provided in Appendix A.2.

**Remark 4.1:** Condition (11) is a counterpart to condition (7) of Wan et al. [4], and places a bound on the conditional moments of random errors. The convergence condition given in Equation (12) is similar to condition (8) of Wan et al. [4]. $\xi_n \to \infty$ is obviously a necessary condition for (12) to hold. As Hansen [3] remarked, it simply means there is no finite approximating model for which the bias is zero. Condition (12) also requires $M \sum_{m=1}^{M} \{R_n(w_m^0)^G \to \infty$ at a rate slower than $\xi_n^{-2G} \to \infty$.

So far we have assumed that the covariance matrix $\Sigma$ is known. This is, of course, not the case in practice. We can use the largest approximating model to estimate $\Sigma$, which is also suggested by
Hansen [3]. The largest approximating model is the model such that 
\( k_{M^*} = \max\{k_1, k_2, \ldots, k_M\} \). Then the estimator of \( \Sigma \) based on the largest approximating model \( M^* \) is given by
\[
\hat{\Sigma} = \frac{1}{n - k_{M^*}}(Y - \hat{\mu}(M^*))'(Y - \hat{\mu}(M^*)). \tag{14}
\]
Let \( \lambda(\cdot) \) be the maximum singular value of a matrix. The following theorem shows that Theorem 4.1 remains valid if \( \Sigma \) is unknown and replaced by \( \hat{\Sigma} \), and provided that some mild conditions are satisfied.

**Theorem 4.2:** When \( \Sigma \) is unknown and replaced by \( \hat{\Sigma} \), the asymptotic optimality of MMMA estimator in Equation (13) remains valid if
\[
\lambda(\hat{\Sigma} - \Sigma)\xi_n^{-1}n \to P, \tag{15}
\]
\[
k_{M^*} \to 0, \tag{16}
\]
\[
k_{M^*} \to \infty, \tag{17}
\]
and
\[
\text{Vec}(\mu)'\text{Vec}(\mu)/n = O(1), \tag{18}
\]
as \( n \to \infty \).

Theorem 4.2 presents the asymptotic optimality of \( \hat{\mu}(\hat{\omega}) \) when the covariance matrix \( \Sigma \) is unknown. The proof of Theorem 4.2 is given in Appendix A.3.

**Remark 4.2:** Condition (15) requires that the convergence rate of \( \hat{\Sigma} - \Sigma \) be faster than that of \( (\xi_n^{-1}n)^{-1} \). When all the \( X(m) \) are of full column ranks, Conditions (16) and (17) place constraints on the number of regressors in the largest approximating model. Conditions (16) and (17) are similar to those of Theorem 2 in Hansen [3]. Condition (18) concerns the average of the squares of the conditional means \( \mu_{ij} \)'s. This condition is similar to Condition (11) in Wan et al. [4].

## 5. Simulation study

### 5.1. Simulation setup

Our setting is similar to the infinite-order regression by Hansen [3]. We generate the data by
\[ Y = \mu + \Xi = X\theta + \Xi, \]
where \( Y \) is an \( n \times 2 \) dependent variable matrix and \( X \) is an \( n \times \infty \) independent variable matrix. For practical calculations, instead of \( \infty \), we take \( X \) to be an \( n \times M_0 \) independent variable matrix, where \( M_0 \) is a large number and is set to be 200 in this section. The component of the first column of \( X \) is 1 for intercept. The remaining \( x_{ij} \) are i.i.d. \( N(0,1) \). Each row of the random error matrix \( \Xi \) is \( \epsilon_{(i)}' \) and \( \epsilon_{(i)} \text{i.i.d} \sim N(0, \Sigma) \) with \( \Sigma = \begin{pmatrix} 1 & r_0 \\ r_0 & 1 \end{pmatrix} \), and is independent of \( x_{(i)} \). We consider \( r_0 \) varying between 0, 0.3, 0.6 and 0.9. The greater the \( r_0 \) is, the greater the correlation of random errors is. The coefficient matrix \( \theta \) is an \( M_0 \times 2 \) matrix, and the element of the \( j \)th row is \( (\theta_{1j}, \theta_{2j}) \). We set \( \theta_{1j} = c\sqrt{2 \alpha j^{-\alpha - 1/2}} \) and \( \theta_{2j} = c\sqrt{\alpha j^{-\alpha - 1}} \), which are similar to the setting of Hansen [3]. The coefficient \( c \) is selected to control the population \( R^2 \), which is set as \( (\text{var}(\mu_{1i}) + \text{var}(\mu_{2i}))/\text{var}(y_{1i}) + \text{var}(y_{2i})) \approx (\text{var}(\mu_{1i}) + \text{var}(\mu_{2i}))/\text{var}(\mu_{1i}) + \text{var}(\mu_{2i}) + \text{var}(\epsilon_{1i}) + \text{var}(\epsilon_{2i}) \), and varied on a grid between 0.1 and 0.9. The parameter \( \alpha \) is varied between 0.5, 1.0 and 1.5. The sample size is set to be \( n = 50, 100 \) and
200. The number of candidate models $M$ is determined by the rule $M = \text{round}(3n^{1/3})$, which is used by Hansen [3], that is, $M = 11, 14$ and $18$, where round$(\cdot)$ means rounding. The $M$ candidate models are the nested models, and the $m$th candidate model contains the first $m$ independent variables.

We consider eight kinds of model selection and model averaging methods:

1. AIC (Akaike information criterion) model selection method for MMRMs [24]: $\text{AIC}_m = n(\ln |\hat{\Sigma}_m| + p) + 2\{pk_m + p(p + 1)/2\}$, $m = 1, 2, \ldots, M$, where $\hat{\Sigma}_m = (Y - \hat{\mu}_{(m)})'(Y - \hat{\mu}_{(m)})/n$ and $p = 2$. We select the model that minimizes AIC;

2. AICc model selection method for MMRMs [24]: $\text{AICc}_m = n(\ln |\hat{\Sigma}_m| + p) + 2\{pk_m + p(p + 1)/2\}(n/(n - k_m - p - 1))$, where $\hat{\Sigma}_m$ and $p$ are the same as those in AIC. We select the model that minimizes AICc;

3. BIC (Bayesian information criterion) model selection method for MMRMs: $\text{BIC}_m = n(\ln |\hat{\Sigma}_m| + p) + \ln(n)(pk_m + p(p + 1)/2)$, where $\hat{\Sigma}_m$ and $p$ are the same as those in AIC. We select the model that minimizes BIC;

4. S-AIC, that is, smoothed AIC model averaging method, which uses the negative exponent of AIC as the weight: $w_m = \exp(-\text{AIC}_m/2)/\sum_{l=1}^{M} \exp(-\text{AIC}_l/2)$ is the weight of the $m$th candidate model;

5. S-AICc, that is, smoothed AICc model averaging method, which uses the negative exponent of AICc as the weight: $w_m = \exp(-\text{AICc}_m/2)/\sum_{l=1}^{M} \exp(-\text{AICc}_l/2)$ is the weight of the $m$th candidate model;

6. S-BIC, that is, smoothed BIC model averaging method, which uses the negative exponent of BIC as the weight: $w_m = \exp(-\text{BIC}_m/2)/\sum_{l=1}^{M} \exp(-\text{BIC}_l/2)$ is the weight of the $m$th candidate model;

7. MMA, which treats the $p$ dimensional MMRM as $p$ single dependent variable regression models and is used to obtain the weights for each single dependent variable regression model;

8. MMMA, the Mahalanobis Mallows criterion for the model averaging estimator, which is presented in the proposed criterion in this paper.

To evaluate the estimators, we compute the averaged Mahalanobis quadratic loss

$$\text{Risk} = \frac{1}{D} \sum_{d=1}^{D} (\text{Vec}(\hat{\mu}_{(d)}(w)) - \text{Vec}(\mu_{(d)}))'(\Sigma_{0}^{-1}(\text{Vec}(\hat{\mu}_{(d)}(w)) - \text{Vec}(\mu_{(d)}))).$$

The subscript $d$ means the $d$th simulation run. We take $D = 500$. For each parameterization, the risk is normalized by dividing by the risk of the infeasible optimal least squares estimator.

### 5.2. Simulation results

The risk calculations are presented in Figures 1–3 for $\alpha = 1.5$ and $n = 50, 100$ and 200, respectively. To save space, we only report the results with $\alpha = 1.5$. The simulation results with $\alpha = 0.5$ and 1 are similar and available from the author upon request. In each figure, four different correlation coefficients $r_0 = 0, 0.3, 0.6$ and 0.9 are considered.

We find that all the model selection methods perform worse than the corresponding model averaging methods, that is the S-AIC method achieves a lower risk than the AIC method, the S-AICc method achieves a lower risk than the AICc method, and the S-BIC method achieves a lower risk than the BIC method, implying that the model averaging methods are superior to the model selection methods. For simplicity, we do not plot the AIC, AICc and BIC model selection methods in all figures. (The figures which contain the model selection methods are available on request from the authors.)
It is seen from all the figures that, with the increasing of $r_0$, the risk gap between MMMA and other methods is becoming larger, which shows the obvious advantages of our Mahalanobis Mallows criterion. When $r_0$ is high, such as $r_0 = 0.9$, the MMMA method is uniformly superior to other methods. In many situations, the MMMA normalized risk is less than 1, which means that it is often smaller than that of the infeasible optimal model selection. The good performance of MMMA method owes to its consideration of making sufficient use of the correlation information of the dependent variables.

It is clear from the last two figures that when $r_0$ is low and moderate, the performance of the MMMA method depends on $R^2$. When $R^2$ is small, the MMMA method performs best in most of the situations. When $R^2$ is large, the MMA method can perform better than the MMMA method. This is
not surprising, because when \( r_0 = 0 \), each single dependent variable regression model is uncorrelated, and in this situation, we have no correlation information which can be used.

We also simulate the different coefficient matrix \( \theta \) and consider the different distribution of independent variables \( x_{i,j} \), and the conclusions are similar.

### 6. Empirical application

We apply our method to analyse the data of 77 ethnic minority areas in China, collected comes from the sixth national population census in China in 2010. We treat the urbanization rate and the proportion of non-agricultural population as the two dimensional dependent variables, and we consider six independent variables which may be related to the dependent variables: the proportion of the population of ethnic minorities, urban and rural income ratio, per capita investment in fixed assets, per capita GDP, the second industry output value ratio and the service output value ratio.

We consider all possible, totally 64, candidate models. To compare the performance of the eight methods mentioned in Section 5, we use any \( T \) ethnic minority areas data to do the regression process and get the coefficient estimates of the eight methods, where \( T = 50 \) and 60. Then we forecast the risk by calculating the averaged Mahalanobis quadratic loss with the remaining 77-\( T \) ethnic minority areas data. This process is done \( N = 500 \) times, and we calculate the mean and the median risks of the eight methods, whose calculation formula is the same as that in Section 5. We also calculate the optimal rate of each method, and here the optimal rate means the number of times that the risk of this method is the smallest among the eight methods, divided by the total number \( N = 500 \). The results are displayed in Table 1, where the optimal values are highlighted in bold.

It is observed from Table 1 that both the mean risk and the median risk of MMMA are lower than those of other methods, respectively, and the optimal rate of MMMA is the highest among all the methods, which showing that our proposed method has obvious advantages over other methods. From the perspective of the mean and the median, the best method is MMMA, followed by some model averaging methods, such as MMA, S-BIC, S-AICc and S-AIC. And the worst methods are some model selection methods, such as AIC and BIC. From the perspective of the optimal rate, the best is MMMA, followed by AIC, then MMA, BIC and S-BIC, and the worst are S-AIC, AICc and S-AICc. In most of the situations, the model selection methods perform worse than the corresponding model averaging methods.
Table 1. Comparison of the risk results of eight methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>AIC</th>
<th>AICc</th>
<th>BIC</th>
<th>S-AIC</th>
<th>S-AICc</th>
<th>S-BIC</th>
<th>MMA</th>
<th>MMMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T = 50$</td>
<td>Mean</td>
<td>4.032</td>
<td>4.022</td>
<td>3.999</td>
<td>4.006</td>
<td>3.962</td>
<td>3.929</td>
<td><strong>3.910</strong></td>
</tr>
<tr>
<td></td>
<td>Optimal rate</td>
<td>0.182</td>
<td>0.076</td>
<td>0.094</td>
<td>0.064</td>
<td>0.022</td>
<td>0.132</td>
<td>0.170</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>5.385</td>
<td>5.300</td>
<td>5.310</td>
<td>5.307</td>
<td>5.269</td>
<td>5.336</td>
<td>5.251</td>
</tr>
<tr>
<td></td>
<td>Optimal rate</td>
<td>0.182</td>
<td>0.038</td>
<td>0.122</td>
<td>0.062</td>
<td>0.022</td>
<td>0.106</td>
<td>0.154</td>
</tr>
</tbody>
</table>

Note: Bold values indicate the best results.

7. Concluding remarks

The MMRMs have become popular in many fields because such models consider the multiple-to-multiple relationship between the independent variables and the dependent variables. In this paper, we have investigated the model averaging approach for such models. In order to make sufficient use of the correlation information of the dependent variables, we have derived a weight choice criterion for model averaging estimators based on Mahalanobis distance. The asymptotic optimality of the resulting estimator has been proved, and both simulation study and real data analysis have shown its validity.

This is the first paper which considers the MMRM in the model averaging literature, and so many problems remain for further studies. At least three issues deserve future research. First, we have not discussed the asymptotic distribution of the proposed MMMA estimator in this paper. Since the optimal weight vector depends on the observations, more efforts are needed to derive the asymptotic distribution of the MMMA estimator. Second, this paper has extended MMA criterion from the models with single dependent variable to the models with multiple dependent variables. It is also interesting to study other model averaging methods for MMRMs, such as Jackknife model averaging by Hansen and Racine [6]. Third, we have considered only the simple data for multivariate multiple regression models. How to develop optimal model averaging methods for complex data, such as longitudinal data, high-dimensional data, time series data, missing data and measurement error data, for MMRMs is also an interesting problem.
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Appendix

To prove Theorems 4.1 and 4.2, we first give some lemmas.

A.1 Useful preliminary results

Lemma A.1: Assume that Conditions (11) hold, then for some fixed integer $1 \leq G < \infty$, the $4G$th conditional moment of the absolute value of each element of $\Sigma_0^{-1/2} \text{vec}(\Xi)$ is $O(1)$.

Proof: Note that $\Sigma_0^{-1/2} = \Sigma^{-1/2} \otimes I_n$. Denote

$$\Sigma^{-1/2} = \begin{pmatrix} a_{11} & \cdots & a_{1p} \\ \vdots & \ddots & \vdots \\ a_{p1} & \cdots & a_{pp} \end{pmatrix}_{p \times p}.$$

Then for all $j = 1, 2, \ldots, p$ and $l = 1, 2, \ldots, n$, the $(j-1)n+l$th element of the vector $\Sigma_0^{-1/2} \text{vec}(\Xi)$ can be expressed as $\sum_{i=1}^p a_{ij} \epsilon_{il}$. Using the Minkowski’s inequality, we obtain

$$E \left( \sum_{i=1}^p a_{ij} \epsilon_{il}^{4G} \right) = \left( \sum_{i=1}^p \left| a_{ij} \right| \epsilon_{il}^{4G} \right)^{1/4G} \leq \left( \sum_{i=1}^p \left| a_{ij} \right| \epsilon_{il}^{4G} \right)^{1/4G} \left( \sum_{i=1}^p \epsilon_{il}^{4G} \right)^{1/4G}.$$

For each $j$, the $j$th element of $\text{vec}(\Xi)$ is independent of the other $p-1$ elements, so

$$E \left( \sum_{i=1}^p a_{ij} \epsilon_{il}^{4G} \right) \leq \left( \sum_{i=1}^p \left| a_{ij} \right| \epsilon_{il}^{4G} \right)^{1/4G} \left( \sum_{i=1}^p \epsilon_{il}^{4G} \right)^{1/4G} \leq \left( \sum_{i=1}^p \left| a_{ij} \right| \epsilon_{il}^{4G} \right)^{1/4G} \left( \sum_{i=1}^p \epsilon_{il}^{4G} \right)^{1/4G}.$$
From Condition (11), we obtain $E(\epsilon_i^{4G} | x_i(\theta)) = O(1)$. Since $\Sigma$ is positive definite and $p$ is fixed, $\Sigma^{-1}$ is also positive definite and $a_{ij}$ is finite for all $i, j = 1, 2, \ldots, p$. For some fixed integer $1 \leq G < \infty$, $E(|\sum_{i=1}^{p} a_{ij} \epsilon_i^{4G} | x_i(\theta)) = O(1)$.

**Lemma A.2:** Suppose that Conditions (11), (16) and (17) hold, then

$$\hat{\Sigma} - \Sigma = o_p(1)$$

(A1)

where $\hat{\Sigma} = (1/(n - k_{M^n})) (Y - \hat{\mu}(M^n))' (Y - \hat{\mu}(M^n))$ is defined in Equation (14), which is an estimator of $\Sigma$ based on the largest approximating model.

**Proof:** We denote $\Psi_m \subseteq \{1, 2, \ldots\}$ as an index set of the independent variables in the $m$th candidate model and $\Psi_m^c$ as the complement of $\Psi_m$. The size of $\Psi_m$ is $k_m$. From Equation (1), we have

$$\mu_{ij} = \sum_{k=1}^{\infty} x_{ik} \theta_{kj} = \sum_{k \in \Psi_m^c} x_{ik} \theta_{kj} + \sum_{k \in \Psi_m} x_{ik} \theta_{kj}, \quad i = 1, 2, \ldots, n, \ j = 1, 2, \ldots, p.$$  

(A2)

Let $\mu_{(M^n)ij} = \sum_{k \in \Psi_m^c} x_{ik} \theta_{kj}$ be the $j$th component of $\mu_{(M^n)}$ and $b_{(M^n)ij} = \sum_{k \in \Psi_m} x_{ik} \theta_{kj}$ be the $j$th component of $b_{(M^n)}$, where $b_{(M^n)} = \mu - \mu_{(M^n)}$ represents the approximation error in the $M^n$th model.

From Equation (14), it is easily seen that

$$\hat{\Sigma} = \frac{1}{n - k_{M^n}} (Y - \hat{\mu}(M^n))' (Y - \hat{\mu}(M^n))$$

$$= \frac{Y'(I_n - P_{(M^n)})Y}{n - k_{M^n}}$$

$$= \frac{(b_{(M^n)} + \Xi)'(I_n - P_{(M^n)})(b_{(M^n)} + \Xi)}{n - k_{M^n}}$$

$$= \frac{b'_{(M^n)}(I_n - P_{(M^n)})b_{(M^n)}}{n - k_{M^n}} + 2 \frac{b'_{(M^n)}(I_n - P_{(M^n)})\Xi}{n - k_{M^n}} + \frac{\Xi'(I_n - P_{(M^n)})\Xi}{n - k_{M^n}}.$$  

We need only to verify that

$$\frac{b'_{(M^n)}(I_n - P_{(M^n)})b_{(M^n)}}{n - k_{M^n}} = o_p(1),$$  

(A3)

$$\frac{b'_{(M^n)}(I_n - P_{(M^n)})\Xi}{n - k_{M^n}} = o_p(1),$$  

(A4)

and

$$\frac{\Xi'(I_n - P_{(M^n)})\Xi}{n - k_{M^n}} - \Sigma = o_p(1).$$  

(A5)

First, we consider (A3). Since $P_{(M^n)}$ is an idempotent matrix, we obtain

$$\frac{b'_{(M^n)}(I_n - P_{(M^n)})b_{(M^n)}}{n - k_{M^n}} \leq \frac{b'_{(M^n)}b_{(M^n)}}{n - k_{M^n}}.$$  

(A6)

Denote $(b'_{(M^n)}b_{(M^n)}/(n - k_{M^n}))_{ij}$ as the $ij$th component of $b'_{(M^n)}b_{(M^n)}/(n - k_{M^n})$ and $e_i$ as a $p \times 1$ vector, in which the $i$th element is one and the others are zeros. By Condition (17) and the model set-up that $E(\mu_{ij}) < \infty$ and $\mu_{ij}$ converges in mean square, we have $E(b_{(M^n)ij}^2) \to 0$. Further, it is seen that

$$\sum_{i=1}^{n} E(b_{(M^n)ij}^2) = o(n).$$  

(A7)

Since $b_{(M^n)ij}^2$ is non-negative, we obtain $b_{(M^n)ij}^2 = o_p(1)$. This implies $\sum_{i=1}^{n} (\sum_{k \in \Psi_m^c} x_{ik} \theta_{kj})^2 = o_p(n)$. By Cauchy–Schwarz inequality and Condition (16), we have

$$\left| \frac{b'_{(M^n)}b_{(M^n)}}{n - k_{M^n}} \right|_{ij} = \left| \frac{e_i b'_{(M^n)}b_{(M^n)} e_j}{n - k_{M^n}} \right|$$

$$= \frac{\sum_{i=1}^{n} (\sum_{k \in \Psi_m^c} x_{ik} \theta_{kj}) (\sum_{k \in \Psi_m^c} x_{ik} \theta_{kj})}{n - k_{M^n}}.$$
From (A8), we see that each element of $b'_{(M^*)} b_{(M^*)} / (n - k_{M^*}) = o_p(1)$. Combining this and (A6), we obtain (A3). Next, we prove (A4). We first consider the $i j$th element of $b'_{(M^*)} (I_n - P_{(M^*)}) \Xi / (n - k_{M^*})$. Let

$$D = (I_n - P_{(M^*)}) b_{(M^*)} e_i e'_j (I_n - P_{(M^*)}) = (d_{ij})_{n \times n},$$

where $d_{ij}$ is the $i j$th element of $D$. By (A7), we have

$$E[\text{tr}(D)] = E[\text{tr}([e_i b'_{(M^*)} (I_n - P_{(M^*)}) (I_n - P_{(M^*)}) b_{(M^*)} e_i])]
\leq E[\hat{\lambda}(I_n - P_{(M^*)}) \hat{\lambda}(I_n - P_{(M^*)}) e_i b'_{(M^*)} b_{(M^*)} e_i]
\leq E[e_i b'_{(M^*)} b_{(M^*)} e_i]
= \sum_{i=1}^{n} E \left\{ \left( \sum_{k \in \Psi^*_{M^*}} x_{ik} \theta_{ki} \right)^2 \right\}
= o(n),$$

and so

$$E \left( \frac{e_i b'_{(M^*)} (I_n - P_{(M^*)}) \Xi e_j}{n - k_{M^*}} \right)^2
= E \left( \frac{e_i b'_{(M^*)} (I_n - P_{(M^*)}) \Xi e_j e'_j (I_n - P_{(M^*)}) b_{(M^*)} e_i}{(n - k_{M^*})^2} \right)
= E \left\{ \text{tr} \left( \frac{(I_n - P_{(M^*)}) b_{(M^*)} e_i e'_j b'_{(M^*)} (I_n - P_{(M^*)}) \Xi e_j e'_j \Xi'}{(n - k_{M^*})^2} \right) \right\}
= E \left\{ \text{tr} \left[ \frac{D \Xi e_j e'_j \Xi'}{(n - k_{M^*})^2} \right] \right\}
= E \left( \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} d_{ij} e_j e_j}{(n - k_{M^*})^2} \right)
= E\left( \sum_{i=1}^{n} d_{ij} e_j^2 \right) / (n - k_{M^*})^2
= E(\sum_{i=1}^{n} d_{ij} \epsilon_j^2) / (n - k_{M^*})^2
= E(\text{tr}(D)) \sigma_{jj} / (n - k_{M^*})^2
= E(\text{tr}(D)) \sigma_{jj} / (n - k_{M^*})^2.$$
\[
\frac{o(n)}{(n - k_{M^*})^2}
\]
\[
= o \left( \frac{1}{n} \right),
\]
then the \(ij\)th element of \(b'(M^*)\) is \(o_p(1/\sqrt{n})\), which implies (A4).

In the following, we prove (A5). From the model set-up in Section 2, we see that the \(i\)th row of \(\Xi\) is \(\epsilon_i\), which satisfies \(E(\epsilon_i | x_i) = 0\) and \(E(\epsilon_i \epsilon_i' | x_i) = \Sigma = (\sigma_{ij})_{p \times p}\); also, \(\epsilon_i\), \(i = 1, 2, \ldots, n\) are independent and identically distributed. Let
\[
\hat{\sigma}_{ij} = \frac{\epsilon_i'(I_n - P(M^*)) \epsilon_j}{n - k_{M^*}},
\]
then we have
\[
E(\hat{\sigma}_{ij}) = E \left( \frac{\epsilon_i'(I_n - P(M^*)) \epsilon_j}{n - k_{M^*}} \right)
\]
\[
= \frac{\text{tr}(I_n - P(M^*))E(\epsilon_i \epsilon_j')}{n - k_{M^*}}
\]
\[
= \frac{\text{tr}(I_n - P(M^*))\sigma_{ij}I_n}{n - k_{M^*}}
\]
\[
= \sigma_{ij}.
\]
(A9)

We now consider the sum of \(\hat{\sigma}_{ij}\). Denote
\[
A = I_n - P(M^*) = \begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1n} \\
  a_{21} & a_{22} & \cdots & a_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{n1} & a_{n2} & \cdots & a_{nn}
\end{pmatrix},
\]
then \(\epsilon_i'(I_n - P(M^*)) \epsilon_j\) can be written as \(\sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk} \epsilon_i \epsilon_{kj}\). By the fact that \(A\) is an idempotent matrix, we have
\[
\text{tr} (A'A) = n - k_{M^*}.
\]
(A10)

By the property of the trace of a matrix, we obtain
\[
\text{tr}^2 (A) = \left( \sum_{l=1}^{n} a_{ll} \right)^2 = \sum_{l=1}^{n} a_{ll}^2 + \sum_{l \neq k} a_{ll} a_{kk} \geq \sum_{l=1}^{n} a_{ll}^2 \text{ and } \sum_{l \neq k} a_{ll} a_{kk},
\]
(A11)
and
\[
\text{tr} (A'A) = \sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk}^2 = \sum_{l=1}^{n} a_{ll}^2 + \sum_{l \neq k} a_{lk}^2 \geq \sum_{l=1}^{n} a_{ll}^2 \text{ and } \sum_{l \neq k} a_{lk}^2.
\]
(A12)

It is easily seen that
\[
E(\epsilon^2_i(I_n - P(M^*)) \epsilon_j) = E \left( \sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk} \epsilon_l \epsilon_k \epsilon_{kj} \right)
\]
\[
= E \left( \sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk}^2 \epsilon^2_l \epsilon^2_k \epsilon_{kj} \right) + E \left( \sum_{l=1}^{n} \sum_{k=1}^{n} \sum_{d=1 \neq k} a_{lk} a_{ld} \epsilon_l^2 \epsilon_k \epsilon_{kj} \epsilon_{dj} \right)
\]
\[
+ E \left( \sum_{l=1}^{n} \sum_{k=1}^{n} \sum_{c=1 \neq l} \sum_{d=1 \neq k} a_{lk} a_{cd} \epsilon_l^2 \epsilon_k \epsilon_{cj} \epsilon_{d} \right).
\]
(A13)

We compute the four parts of the above equation. Denote \(k' = k^{1/G}\). By Cauchy–Schwarz inequality and Condition (11), we obtain \(E(\epsilon_{ij}^4) \leq (E(\epsilon_{ij}^2))^4 \leq k^{1/G} = k'\), for all \(i = 1, \ldots, n\) and \(j = 1, 2, \ldots, p\). Further, by (A10)–(A12),
we have

\[
E\left( \sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk}^{2} \epsilon_{il}^{2} \epsilon_{kj}^{2} \right) = E\left( \sum_{l=1}^{n} a_{ll}^{2} \epsilon_{il}^{2} \epsilon_{lj}^{2} \right) + E\left( \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk}^{2} \epsilon_{il}^{2} \epsilon_{kj}^{2} \right)
\]

\[
= \sum_{l=1}^{n} a_{ll}^{2} E(\epsilon_{il}^{2} \epsilon_{lj}^{2}) + \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk}^{2} E(\epsilon_{il}^{2})E(\epsilon_{kj}^{2})
\]

\[
\leq \sum_{l=1}^{n} a_{ll}^{2} [E(\epsilon_{il}^{4})]^{1/2} [E(\epsilon_{lj}^{4})]^{1/2} + \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk}^{2} \sigma_{il} \sigma_{kj}
\]

\[
\leq \kappa' \sum_{l=1}^{n} a_{ll}^{2} + \sigma_{il} \sigma_{kj} \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk}^{2}
\]

\[
\leq \kappa' \text{tr}(A'A) + \sigma_{il} \sigma_{kj} \text{tr}(A'A)
\]

\[
= (\kappa' + \sigma_{il} \sigma_{kj})(n - k_{M^{*}}),
\]

\[
E\left( \sum_{l=1}^{n} \sum_{k=1}^{n} \sum_{d=1, d \neq k}^{n} a_{lk} a_{ld} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{dj} \right) = E\left( \sum_{l=1}^{n} \sum_{k=1}^{n} a_{lk} a_{ld} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{dj} \right) + E\left( \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{ld} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{dj} \right)
\]

\[
+ E\left( \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} \sum_{d=1, d \neq k}^{n} a_{lk} a_{ld} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{dj} \right)
\]

\[
= \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{ld} E(\epsilon_{il}^{2})E(\epsilon_{kj}^{2}) + \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{ld} E(\epsilon_{il}^{2})E(\epsilon_{kj}^{2})
\]

\[
+ \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} \sum_{d=1, d \neq k}^{n} a_{lk} a_{ld} E(\epsilon_{il}^{2})E(\epsilon_{kj}^{2})
\]

\[
= 0,
\]

\[
E\left( \sum_{l=1}^{n} \sum_{k=1}^{n} \sum_{c=1, c \neq l}^{n} a_{lk} a_{ck} \epsilon_{il}^{2} \epsilon_{ci}^{2} \epsilon_{kj}^{2} \right) = E\left( \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{ck} \epsilon_{il}^{2} \epsilon_{ci}^{2} \epsilon_{kj}^{2} \right)
\]

\[
+ E\left( \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} \sum_{c=1, c \neq k}^{n} a_{lk} a_{ck} \epsilon_{il}^{2} \epsilon_{ci}^{2} \epsilon_{kj}^{2} \right)
\]

\[
= \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{ck} E(\epsilon_{il}^{2})E(\epsilon_{ci}^{2}) + \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{ck} E(\epsilon_{il}^{2})E(\epsilon_{ci}^{2})
\]

\[
+ \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} \sum_{c=1, c \neq k}^{n} a_{lk} a_{ck} E(\epsilon_{il}^{2})E(\epsilon_{ci}^{2})
\]

\[
= 0,
\]

and

\[
E\left( \sum_{l=1}^{n} \sum_{k=1}^{n} \sum_{c=1, c \neq l}^{n} a_{lk} a_{cd} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{cj} \right)
\]

\[
= E\left( \sum_{l=1}^{n} \sum_{k=1, k \neq l}^{n} a_{lk} a_{cd} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{cj} \right) + E\left( \sum_{l=1}^{n} \sum_{c=1, c \neq l}^{n} a_{lk} a_{cd} \epsilon_{il}^{2} \epsilon_{kj}^{2} \epsilon_{cj} \right)
\]
By (A9), (A14) and Condition (16), we obtain that the variance of

\[ \hat{\sigma}_{ij} \]

is

\[ \begin{align*}
\text{Var}(\hat{\sigma}_{ij}) & = \text{Var}\left( \frac{\epsilon_j (I_n - P_{(M^*)}) \epsilon_i}{n - k_{M^*}} \right) \\
& = E \left\{ \left( \frac{\epsilon_j (I_n - P_{(M^*)}) \epsilon_i}{n - k_{M^*}} \right)^2 \right\} - \left\{ E \left( \frac{\epsilon_j (I_n - P_{(M^*)}) \epsilon_i}{n - k_{M^*}} \right) \right\}^2 \\
& \leq \frac{\kappa' + \sigma_{ij} + \sigma_{ij}^2 (n - k_{M^*}) + \sigma_{ij}^2 (n - k_{M^*})^2}{(n - k_{M^*})^2}.
\end{align*} \]

Then (A13) can be written as

\[ E[\epsilon_j^2 (I_n - P_{(M^*)}) \epsilon_i^2] \leq \left\{ \kappa' + \sigma_{ij} \right\} (n - k_{M^*}) + \sigma_{ij}^2 (n - k_{M^*})^2 \]

\[ \leq \left( \kappa' + \sigma_{ij} + \sigma_{ij}^2 (n - k_{M^*}) + \sigma_{ij}^2 (n - k_{M^*})^2 \right). \quad \text{(A14)} \]

By (A9), (A14) and Condition (16), we obtain that the variance of \( \hat{\sigma}_{ij} \) is

\[ \begin{align*}
\text{Var}(\hat{\sigma}_{ij}) & = \text{Var}\left( \frac{\epsilon_j (I_n - P_{(M^*)}) \epsilon_i}{n - k_{M^*}} \right) \\
& = E \left\{ \left( \frac{\epsilon_j (I_n - P_{(M^*)}) \epsilon_i}{n - k_{M^*}} \right)^2 \right\} - \left\{ E \left( \frac{\epsilon_j (I_n - P_{(M^*)}) \epsilon_i}{n - k_{M^*}} \right) \right\}^2 \\
& \leq \frac{\kappa' + \sigma_{ij} + \sigma_{ij}^2 (n - k_{M^*}) + \sigma_{ij}^2 (n - k_{M^*})^2}{(n - k_{M^*})^2} - \sigma_{ij}^2.
\end{align*} \]
\[
\kappa' + \sigma_x\sigma_y + \sigma_y^2 \quad \text{\(\frac{n - k_M^*}{n}\)}.
\]

That is to say
\[
\hat{\sigma}_y - \sigma_y = O_p\left(\frac{1}{\sqrt{n}}\right), \quad \text{for all } i, j = 1, 2, \ldots, p,
\]
so
\[
\Xi'(I_n - P_{(M^*)})\Xi \quad \text{is positive definite and}
\]
\[
\Xi(1 - \hat{\Sigma}^{-1})\Xi = \Sigma = o_p(1),
\]
which implies (A5).

Lemma A.3: Assume that \(\Sigma > 0\) and Conditions (11), (16) and (17) hold, then
\[
\hat{\lambda}(\hat{\Sigma}^{-1}) = O_p(1).
\]

Proof: Since \(\Sigma\) is positive definite and \(p\) is fixed, \(\Sigma^{-1}\) is also positive definite and \(\hat{\lambda}(\Sigma^{-1})\) is finite. From Lemma A.2, we see that \(\hat{\Sigma} - \Sigma = o_p(1)\), which implies \(\hat{\Sigma}^{-1} - \Sigma^{-1} = o_p(1)\), therefore,
\[
\hat{\lambda}(\hat{\Sigma}^{-1} - \Sigma^{-1}) = o_p(1),
\]
then we have
\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \leq \hat{\lambda}(\hat{\Sigma}^{-1} - \Sigma^{-1}) + \hat{\lambda}(\Sigma^{-1}) = o_p(1) + O(1) = O_p(1).
\]

A.2 Proof of Theorem 4.1

The Mahalanobis Mallows criterion for model averaging is
\[
C_n(w) = \left(\text{Vec}(Y) - \text{Vec}({\hat{\mu}(w)})\right)'\Sigma_0^{-1}\left(\text{Vec}(Y) - \text{Vec}({\hat{\mu}(w)})\right) + 2\text{ptr}(P(w))
\]
\[
= L_n(w) + 2\text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu)
\]
\[
- 2\text{Vec}(\Xi)'\Sigma_0^{-1}H(w)\text{Vec}(\Xi)
\]
\[
+ \text{Vec}(\Xi)'\Sigma_0^{-1}\text{Vec}(\Xi) + 2\text{ptr}(P(w)),
\]
where \(\text{Vec}(\Xi)'\Sigma_0^{-1}\text{Vec}(\Xi)\) is independent of \(w\), so we need only to verify that
\[
\sup_{w \in \mathcal{W}_n} \left| \frac{\text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu)}{R_n(w)} \right| \overset{p}{\rightarrow} 0,
\]
(A17)
\[
\sup_{w \in \mathcal{W}_n} \left| \frac{\text{Vec}(\Xi)'\Sigma_0^{-1}H(w)\text{Vec}(\Xi) - \text{ptr}(P(w))}{R_n(w)} \right| \overset{p}{\rightarrow} 0,
\]
(A18)
and
\[
\sup_{w \in \mathcal{W}_n} \left| \frac{L_n(w)}{R_n(w)} - 1 \right| \overset{p}{\rightarrow} 0.
\]
(A19)

We observe, for any \(\delta > 0\), that
\[
P\left( \sup_{w \in \mathcal{W}_n} \frac{\left| \text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu) \right|}{R_n(w)} > \delta \right)
\]
\[
= P\left( \max_{1 \leq m \leq M} \left| \text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu) \right| > \delta \xi_n \right)
\]
\[
= P\left( \left| \text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w_1^0))\text{Vec}(\mu) \right| > \delta \xi_n \right) \cup \left| \text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w_2^0))\text{Vec}(\mu) \right| > \delta \xi_n \right)
\]
\[
\cup \cdots \cup \left| \text{Vec}(\Xi)'\Sigma_0^{-1}(I - H(w_M^0))\text{Vec}(\mu) \right| > \delta \xi_n \right)
\]
where $c_1$ is a positive constant and $c_2 \equiv c_{13}$ in the following proofs denote different positive numbers, the first inequality follows from the Bonferroni’s inequality, the second inequality is obtained by an extension of Chebyshev’s inequality, the third inequality is ensured by Theorem 2 of Whittle [25], and the fourth inequality follows from Equation (7). Along with Condition (12), we see that (A17) is true.

Similar to the proving process of (A17), we have

\[
P \left( \sup_{\omega \in \mathcal{F}_n} \left| \frac{\text{Vec}(\Xi)'\Sigma_0^{-1}H(w)\text{Vec}(\Xi) - \text{ptr}(P(w))}{R_n(w)} \right| > \delta \right)
\]

\[
\leq P \left( \sup_{\omega \in \mathcal{F}_n} \sum_{m=1}^{M} w_m |\text{Vec}(\Xi)'\Sigma_0^{-1/2}H(w)\text{Vec}(\Xi) - \text{ptr}(P(w))| > \delta \xi_n \right)
\]

\[
= P \left( \max_{1 \leq m \leq M} |\text{Vec}(\Xi)'\Sigma_0^{-1/2}H_m\text{Vec}(\Xi) - \text{ptr}(P_m)| > \delta \xi_n \right)
\]

\[
\leq \sum_{m=1}^{M} P(\text{Vec}(\Xi)'\Sigma_0^{-1}H(w^0_m)\text{Vec}(\Xi) - \text{ptr}(P(w^0_m)) > \delta \xi_n)
\]

\[
\leq \sum_{m=1}^{M} \frac{E[|\Sigma_0^{-1/2}\text{Vec}(\Xi)'\Sigma_0^{-1/2}H(w^0_m)\Sigma_0^{-1/2}\Sigma_0^{-1/2}\text{Vec}(\Xi)| - \text{ptr}(P(w^0_m))|^{2G}}{(\delta \xi_n)^{2G}}
\]

\[
\leq \sum_{m=1}^{M} \frac{c_2 \text{tr}^G[\Sigma_0^{-1/2}H(w^0_m)\Sigma_0H'(w^0_m)\Sigma_0^{-1/2}]}{(\delta \xi_n)^{2G}}
\]

\[
\leq \sum_{m=1}^{M} \frac{c_2 [\hat{\lambda}(\Sigma)\tilde{\lambda}(\Sigma)^{-1}](\text{ptr}(P(w^0_m)P'(w^0_m))^{1/2})}{(\delta \xi_n)^{2G}}
\]

\[
\leq \sum_{m=1}^{M} \frac{c_2 [\hat{\lambda}(\Sigma)\tilde{\lambda}(\Sigma)^{-1}]R_n(w^0_m)G}{(\delta \xi_n)^{2G}}
\]

\[
= \frac{c_2 [\hat{\lambda}(\Sigma)\tilde{\lambda}(\Sigma)^{-1}]^G}{\delta^{2G}M} \cdot \frac{M \sum_{m=1}^{M} R_n(w^0_m) |^{G}}{\xi_n^G} \to 0,
\]

which, together with Condition (12), implies (A18).
In order to prove (A19), it is sufficient to verify that

$$\sup_{w \in \mathcal{H}_n} \frac{|\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu)|}{R_n(w)} \xrightarrow{P} 0, \quad (A20)$$

and

$$\sup_{w \in \mathcal{H}_n} \frac{|\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}H(w)\text{Vec}(\Xi) - \text{ptr}[P(w)P'(w)]|}{R_n(w)} \xrightarrow{P} 0. \quad (A21)$$

Recognizing that for any weight vectors $w$ and $w_* \in H_n$,

$$\text{tr}[P^2(w_*)P^2(w)] \leq \tilde{\chi}^2[P(w_*)]\text{tr}[P^2(w)] \leq \text{tr}[P^2(w)],$$

we obtain

$$P \left( \sup_{w \in \mathcal{H}_n} \frac{|\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu)|}{R_n(w)} > \delta \right)$$

$$\leq P \left( \sup_{w \in \mathcal{H}_n} \sum_{i=1}^M \sum_{m=1}^M w_i w_m |\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu)| > \delta \xi_n \right)$$

$$\leq P \left( \max_{1 \leq i \leq M} \max_{1 \leq m \leq M} |\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}(I - H(w))\text{Vec}(\mu)| > \delta \xi_n \right)$$

$$\leq \sum_{i=1}^M \sum_{m=1}^M P([\Sigma_0^{-1/2}\text{Vec}(\Xi)]'\Sigma_0^{1/2}H'(w_0)\Sigma_0^{-1}(I - H(w_0))\text{Vec}(\mu)]^2G) / (\delta \xi_n)^{2G}$$

$$\leq \sum_{i=1}^M \sum_{m=1}^M c_3 \|\Sigma_0^{-1/2}H'(w_0)\Sigma_0^{-1}(I - H(w_0))\text{Vec}(\mu)\|^2G / (\delta \xi_n)^{2G}$$

$$\leq \sum_{i=1}^M \sum_{m=1}^M c_3 \tilde{\lambda}_i(\Sigma_0)\tilde{\lambda}_i(\Sigma^{-1})R_n(w_0) / (\delta \xi_n)^{2G}$$

$$= \frac{c_3 \tilde{\lambda}(\Sigma)\tilde{\lambda}(\Sigma^{-1})^G}{\delta^{2G}} \cdot \frac{M}{\xi_n^G} \sum_{m=1}^M [R_n(w_0)]^G \xrightarrow{P} 0,$$

which implies (A20). Furthermore, we have

$$P \left( \sup_{w \in \mathcal{H}_n} \frac{|\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}H(w)\text{Vec}(\Xi) - \text{ptr}[P(w)P'(w)]|}{R_n(w)} > \delta \right)$$

$$\leq P \left( \sup_{w \in \mathcal{H}_n} \sum_{i=1}^M \sum_{m=1}^M w_i w_m |\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}H(w)\text{Vec}(\Xi) - \text{ptr}[P(w)_iP'(w)_m]| > \delta \xi_n \right)$$

$$\leq P \left( \max_{1 \leq i \leq M} \max_{1 \leq m \leq M} |\text{Vec}(\Xi)'H'(w)\Sigma_0^{-1}H(w)\text{Vec}(\Xi) - \text{ptr}[P(w)_iP'(w)_m]| > \delta \xi_n \right)$$

$$\leq \sum_{i=1}^M \sum_{m=1}^M P([\Sigma_0^{-1/2}\text{Vec}(\Xi)]'\Sigma_0^{1/2}H'(w_0)\Sigma_0^{-1}H(w_0)\Sigma_0^{-1/2}\text{Vec}(\Xi) - \text{ptr}[P(w_0)P'(w_0)]^2G)$$

$$\leq \sum_{i=1}^M \sum_{m=1}^M c_3 \text{tr}[\Sigma_0^{-1/2}H'(w_0)\Sigma_0^{-1}H(w_0)\Sigma_0^{-1/2}\text{Vec}(\Xi)] / (\delta \xi_n)^{2G}$$

$$\leq \sum_{i=1}^M \sum_{m=1}^M c_3 \text{tr}[\Sigma_0^{-1/2}H'(w_0)\Sigma_0^{-1}H(w_0)\Sigma_0^{-1/2}\text{Vec}(\Xi)] / (\delta \xi_n)^{2G}$$

$$\xrightarrow{P} 0.$$
A.3 Proof of Theorem 4.2

When $\Sigma$ is replaced by $\hat{\Sigma}$, the Mahalanobis Mallows criterion can be written as

$$ \hat{C}_n(w) = \{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}'(\hat{\Sigma}_0^{-1} - \Sigma_0^{-1})\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\} + 2\text{tr}(P(w)) $$

$$ = C_n(w) + \{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}'(\hat{\Sigma}_0^{-1} - \Sigma_0^{-1})\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}, $$

where $\hat{\Sigma}_0^{-1} = \hat{\Sigma}^{-1} \otimes I_n$. Hence, from the result of Theorem 4.1, it suffices to prove that, as $n \to \infty$,

$$ \sup_{w \in \mathcal{H}_n} |\hat{C}_n(w) - C_n(w)|/R_n(w) \leq \lambda(\hat{\Sigma}_0^{-1} - \Sigma_0^{-1}) \sup_{w \in \mathcal{H}_n} |\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}'\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}|/R_n(w) \overset{p}{\to} 0, $$

where

$$ \lambda(\hat{\Sigma}_0^{-1} - \Sigma_0^{-1}) = \lambda((\hat{\Sigma}^{-1} - \Sigma^{-1}) \otimes I_n) $$

$$ = \lambda(\hat{\Sigma}^{-1} - \Sigma^{-1}) $$

$$ = \lambda(\Sigma^{-1} - \hat{\Sigma}^{-1}) $$

$$ \leq \lambda(\Sigma^{-1})\lambda(\Sigma - \hat{\Sigma})\lambda(\hat{\Sigma}^{-1}) $$

and

$$ \sup_{w \in \mathcal{H}_n} |\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}'\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}|/R_n(w) \leq \sup_{w \in \mathcal{H}_n} |\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}'\{\text{Vec}(Y) - \text{Vec}(\hat{\mu}(w))\}|/\xi_n $$

$$ = \sup_{w \in \mathcal{H}_n} |\text{Vec}(\mu)'(I_n - H(w))'(I_n - H(w))\text{Vec}(\mu)|/\xi_n $$

$$ + \sup_{w \in \mathcal{H}_n} |\text{Vec}(\Xi)'(I_n - H(w))'(I_n - H(w))\text{Vec}(\Xi) - \text{tr}[(I_n - H(w))'(I_n - H(w))\Sigma_0]|/\xi_n $$

$$ + 2\sup_{w \in \mathcal{H}_n} |\text{Vec}(\Xi)'(I_n - H(w))'(I_n - H(w))\text{Vec}(\mu)|/\xi_n $$

$$ + \sup_{w \in \mathcal{H}_n} |\text{tr}[(I_n - H(w))'(I_n - H(w))\Sigma_0]|/\xi_n $$

$$ \overset{p}{\to} 0, $$

which implies (A21).
For any \(\lambda (\Sigma)\) is finite and \(\lambda (\hat{\Sigma}^{-1}) = O_p(1)\), we need to verify that

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{Vec}(\hat{\Sigma})'H(\hat{w})\text{Vec}(\hat{\Sigma}) - \text{tr}(H(w)\Sigma_0)|/\xi_n \rightarrow 0,
\]

(A22)

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{Vec}(\hat{\Sigma})'\text{Vec}(\hat{\Sigma}) - \text{tr}(\Sigma_0)|/\xi_n \rightarrow 0,
\]

(A23)

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{Vec}(\hat{\Sigma})'H(\hat{w})\text{Vec}(\hat{\Sigma}) - \text{tr}(H(w)\Sigma_0)|/\xi_n \rightarrow 0,
\]

(A24)

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{Vec}(\hat{\Sigma})'H(\hat{w})\text{Vec}(\hat{\Sigma}) - \text{tr}(H(w)\Sigma_0)|/\xi_n \rightarrow 0,
\]

(A25)

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{tr}((I_n - H(w))'(I_n - H(w))\Sigma_0)|/\xi_n \rightarrow 0.
\]

(A26)

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{tr}((I_n - H(w))'(I_n - H(w))\Sigma_0)|/\xi_n \rightarrow 0.
\]

(A27)

By Conditions (15) and (18), we have

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} |\text{Vec}(\mu)'(I_n - H(w))'(I_n - H(w))\text{Vec}(\mu)|/\xi_n \\
\leq \hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} \sum_{m=1}^{M} \sum_{t=1}^{M} w_m w_t |\text{Vec}(\mu)'(I_n - H_{(t)})'(I_n - H_{(t)})\text{Vec}(\mu)|/\xi_n \\
\leq \hat{\lambda}(\hat{\Sigma}^{-1}) \sup_{w_\in H_n} \max_{1 \leq m \leq M} \max_{1 \leq t \leq M} |\text{Vec}(\mu)'(I_n - H(w_m^0))'(I_n - H(w_t^0))\text{Vec}(\mu)|/\xi_n \\
\leq \hat{\lambda}(\hat{\Sigma}^{-1}) \max_{1 \leq m \leq M} \max_{1 \leq t \leq M} \hat{\lambda}(I_n - H(w_m^0))\hat{\lambda}(I_n - H(w_t^0))|\text{Vec}(\mu)'\text{Vec}(\mu)|/\xi_n \\
= \hat{\lambda}(\hat{\Sigma}^{-1}) O(\xi_n^{-1} n) \rightarrow 0,
\]

which implies (A22). Denote (A23) as

\[
\hat{\lambda}(\hat{\Sigma}^{-1}) n^{-1} \sup_{w_\in H_n} |\text{Vec}(\hat{\Sigma})'\text{Vec}(\hat{\Sigma}) - \text{tr}(\Sigma_0)|/n = \hat{\lambda}(\hat{\Sigma}^{-1}) n^{-1} |\text{Vec}(\hat{\Sigma})'\text{Vec}(\hat{\Sigma}) - \text{tr}(\Sigma_0)|/n.
\]

(A28)

For any \(\delta > 0\),

\[
P(|\text{Vec}(\hat{\Sigma})'\text{Vec}(\hat{\Sigma}) - \text{tr}(\Sigma_0)|/n > \delta) = P(|\text{Vec}(\hat{\Sigma})'\text{Vec}(\hat{\Sigma}) - \text{tr}(\Sigma_0)| > \delta n) \\
\leq E[|\Sigma_0^{-1/2}\text{Vec}(\hat{\Sigma})'\Sigma_0^{-1/2}\text{Vec}(\hat{\Sigma}) - \text{tr}(\Sigma_0)|^2]/\delta^2 n^2 \\
\leq c_4 \text{tr}(\Sigma_0^2)/\delta^2 n^2 \\
\leq c_5 \hat{\lambda}^2(\Sigma_0^2)\text{tr}(I_n)/\delta^2 n^2 \\
\leq c_6 \delta^2 n^2 ightarrow 0,
\]
which, together with Condition (15) and (A28), implies (A23). For proving (A24), by \( \bar{\lambda}(\hat{\Sigma} - \Sigma) = o_p(1) \), one has

\[
P \left( \sup_{w \in \mathcal{A}_n} |\text{Vec}(\Xi) H'(w)\text{Vec}(\Xi) - \text{tr}[H(w)\Sigma_0]|/\xi_n > \delta \right)
\leq P \left( \sup_{w \in \mathcal{A}_n} \sum_{m=1}^M w_m |\text{Vec}(\Xi)' H'(w_m)\text{Vec}(\Xi) - \text{tr}[H(w_m)\Sigma_0]| > \delta \xi_n \right)
\]

\[
= P \left( \max_{1 \leq m \leq M} |\text{Vec}(\Xi)' H(w_m)\text{Vec}(\Xi) - \text{tr}[H(w_m)\Sigma_0]| > \delta \xi_n \right)
\leq \sum_{m=1}^M P(|\text{Vec}(\Xi)' H(w_m)\text{Vec}(\Xi) - \text{tr}[H(w_m)\Sigma_0]| > \delta \xi_n)
\]

\[
\leq \sum_{m=1}^M \frac{E|\text{Vec}(\Xi)' H(w_m)\text{Vec}(\Xi) - \text{tr}[H(w_m)\Sigma_0]|^2}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \frac{E(|\Sigma_0^{-1/2}\text{Vec}(\Xi)\Sigma_0^{-1/2}H(w_m)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \frac{c_7^2 \text{tr}^2 G(|\Sigma_0^{-1/2}H(w_m)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \frac{c_8 \{R_m(w_m)^G\}}{\delta^2 G^2 \xi_n^2} \rightarrow 0.
\]

Now, we prove (A25). For any \( \delta > 0 \),

\[
P \left( \sup_{w \in \mathcal{A}_n} |\text{Vec}(\Xi)' H'(w)H(w)\text{Vec}(\Xi) - \text{tr}[H'(w)H(w)\Sigma_0]|/\xi_n > \delta \right)
\leq P \left( \sup_{w \in \mathcal{A}_n} \sum_{m=1}^M \sum_{t=1}^M w_m w_t |\text{Vec}(\Xi)' H'(w_t)H(w_m)\text{Vec}(\Xi) - \text{tr}[H'(w_t)H(w_m)\Sigma_0]| > \delta \xi_n \right)
\]

\[
\leq P \left( \max_{1 \leq m \leq M 1 \leq t \leq M} |\text{Vec}(\Xi)' H'(w_t)H(w_m)\text{Vec}(\Xi) - \text{tr}[H'(w_t)H(w_m)\Sigma_0]| > \delta \xi_n \right)
\leq \sum_{m=1}^M \sum_{t=1}^M P(|\text{Vec}(\Xi)' H'(w_t)H(w_m)\text{Vec}(\Xi) - \text{tr}[H'(w_t)H(w_m)\Sigma_0]| > \delta \xi_n)
\]

\[
\leq \sum_{m=1}^M \sum_{t=1}^M \frac{E|\text{Vec}(\Xi)' H'(w_t)H(w_m)\text{Vec}(\Xi) - \text{tr}[H'(w_t)H(w_m)\Sigma_0]|^2}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \sum_{t=1}^M \frac{E(|\Sigma_0^{-1/2}\text{Vec}(\Xi)\Sigma_0^{-1/2}H'(w_t)H(w_m)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \sum_{t=1}^M \frac{c_9^2 \text{tr}^2 G(|\Sigma_0^{-1/2}H'(w_t)H(w_m)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \sum_{t=1}^M \frac{c_9 \{\hat{\lambda}^2(\Sigma_0)\hat{\lambda}^2(H(w_m)))^G|\text{tr}^2 G(|H'(w_t)\Sigma_0^{-1/2}H(w_t)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \sum_{t=1}^M \frac{c_9 \{\hat{\lambda}^2(\Sigma_0)\hat{\lambda}^2(H(w_m)))^G|\text{tr}^2 G(|H'(w_t)\Sigma_0^{-1/2}H(w_t)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]

\[
\leq \sum_{m=1}^M \sum_{t=1}^M \frac{c_9 \{\hat{\lambda}^2(\Sigma_0)\hat{\lambda}^2(H(w_m)))^G|\text{tr}^2 G(|H'(w_t)\Sigma_0^{-1/2}H(w_t)\Sigma_0^{-1/2}|^2)}{\delta^2 G^2 \xi_n^2}
\]
\[
\begin{align*}
&\leq \sum_{m=1}^{M} \sum_{t=1}^{M} \frac{c_{10} \langle R_n(w_t^0) \rangle^G}{\delta^{2G \xi_n^2}} \\
&= \frac{c_{10} M \sum_{m=1}^{M} \langle R_n(w_t^0) \rangle^G}{\delta^{2G \xi_n^2}} \to 0,
\end{align*}
\]
then we obtain (A25) by \( \hat{\lambda}(\hat{\Sigma} - \Sigma) = o_p(1) \). Similarly,
\[
\begin{align*}
&P \left( \sup_{w \in \mathcal{H}_n} |\text{Vec}(\Xi)'(I_n - H(w))' (I_n - H(w)) \text{Vec}(\mu)| / \xi_n > \delta \right) \\
&\leq P \left( \sup_{w \in \mathcal{H}_n} \sum_{m=1}^{M} \sum_{t=1}^{M} w_m w_t |\text{Vec}(\Xi)'(I_n - H(w^0))' (I_n - H(w^0)) \text{Vec}(\mu)| > \delta \xi_n \right) \\
&\leq P \left( \max_{1 \leq m \leq M} \max_{1 \leq t \leq M} |\text{Vec}(\Xi)'(I_n - H(w^0))' (I_n - H(w^0)) \text{Vec}(\mu)| > \delta \xi_n \right) \\
&\leq \sum_{m=1}^{M} \sum_{t=1}^{M} P(|\text{Vec}(\Xi)'(I_n - H(w^0))' (I_n - H(w^0)) \text{Vec}(\mu)| > \delta \xi_n) \\
&\leq \sum_{m=1}^{M} \sum_{t=1}^{M} \frac{E|\text{Vec}(\Xi)'(I_n - H(w^0))' (I_n - H(w^0)) \text{Vec}(\mu)|^{2G}}{\delta^{2G \xi_n^2}} \\
&\leq \sum_{m=1}^{M} \sum_{t=1}^{M} \frac{\|\Sigma_0^{-1/2} \text{Vec}(\Xi)' \Sigma_0^{1/2} (I - H(w^0))' (I_n - H(w^0)) \text{Vec}(\mu)\|^{2G}}{\delta^{2G \xi_n^2}} \\
&\leq \sum_{m=1}^{M} \sum_{t=1}^{M} \frac{c_{11} \|\Sigma_0^{1/2} (I_n - H(w^0))' (I_n - H(w^0)) \text{Vec}(\mu)\|^{2G}}{\delta^{2G \xi_n^2}} \\
&\leq \sum_{m=1}^{M} \sum_{t=1}^{M} \frac{c_{12} \langle R_n(w^0_m) \rangle^G}{\delta^{2G \xi_n^2}} \\
&= \frac{c_{12} M \sum_{m=1}^{M} \langle R_n(w^0_m) \rangle^G}{\delta^{2G \xi_n^2}} \to 0,
\end{align*}
\]
which, together with \( \hat{\lambda}(\hat{\Sigma} - \Sigma) = o_p(1) \), implies (A26). Finally, we prove (A27).
\[
\hat{\lambda}(\Sigma - \hat{\Sigma}) \sup_{w \in \mathcal{H}_n} \frac{|\text{tr}(I_n - H(w))' (I_n - H(w)) \Sigma_0|}{\xi_n} \\
\leq \hat{\lambda}(\hat{\Sigma} - \Sigma) \sup_{w \in \mathcal{H}_n} \sum_{m=1}^{M} \sum_{t=1}^{M} w_m w_t |\text{tr}(I_n - H(w^0))' (I_n - H(w^0)) \Sigma_0| / \xi_n \\
\leq \hat{\lambda}(\hat{\Sigma} - \Sigma) \max_{1 \leq m \leq M} \max_{1 \leq t \leq M} |\text{tr}(I_n - H(w^0))' (I_n - H(w^0)) \Sigma_0| / \xi_n \\
\leq \hat{\lambda}(\hat{\Sigma} - \Sigma) \sup_{w \in \mathcal{H}_n} \max_{1 \leq m \leq M} \max_{1 \leq t \leq M} \hat{\lambda}(I_n - H(w^0)) \hat{\lambda}(I_n - H(w^0)) \hat{\lambda}(\Sigma_0) \text{tr}(I_n) / \xi_n \\
\leq \hat{\lambda}(\hat{\Sigma} - \Sigma) c_{13} n p / \xi_n,
\]
which implies (A27) by Condition (15). This completes the proof of Theorem 4.2.