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**Abstract**

The past decade witnessed a literature on model averaging by frequentist methods. For the most part, the asymptotic optimality of various existing frequentist model averaging estimators has been established under i.i.d. errors. Recently, Hansen and Racine [Hansen, B.E., Racine, J., 2012. Jackknife model averaging. Journal of Econometrics 167, 38–46] developed a jackknife model averaging (JMA) estimator, which has an important advantage over its competitors in that it achieves the lowest possible asymptotic squared error under heteroscedastic errors. In this paper, we broaden Hansen and Racine’s scope of analysis to encompass models with (i) a non-diagonal error covariance structure, and (ii) lagged dependent variables, thus allowing for dependent data. We show that under these set-ups, the JMA estimator is asymptotically optimal by a criterion equivalent to that used by Hansen and Racine. A Monte Carlo study demonstrates the finite sample performance of the JMA estimator in a variety of model settings.

**1. Introduction**

Model averaging is an alternative to model selection. While model selection attempts to find a single best model for the given purpose, model averaging compromises across the competing models, thus providing a kind of insurance against selecting a very poor model. Model averaging has long been a popular approach within the Bayesian paradigm. In recent years, frequentist model averaging (FMA) has also made substantial grounds. Contributions to model averaging from a fully-fledged frequentist standpoint were made by Buckland et al. (1997), Yang (2001), Hjort and Claeskens (2003, 2006), Yuan and Yang (2005), Hansen (2007, 2008), Goldenhluger (2009), Schomaker et al. (2010), Wan et al. (2010), Liang et al. (2011), Zhang and Liang (2011), Zhang et al. (2012), among others. The majority of these studies emphasize model weights determination, inference based on model averaging, and asymptotic efficiency and finite sample properties of FMA estimators under a variety of model settings. Useful surveys of this rapidly expanding body of literature are given in Claeskens and Hjort (2008) and Wang et al. (2009). There is also an emerging empirical literature that employs FMA in applied settings (Kapetanios et al., 2008a,b; Pesaran et al., 2009; Wan and Zhang, 2009).

In a recent article, Hansen and Racine (2012) (hereafter referred to as HR, 2012) developed a jackknife model averaging (JMA) estimator that selects model weights by minimizing a cross-validation criterion. One major advantage of the JMA estimator is that the asymptotic optimality theory developed for it allows for heteroscedasticity in the errors, whereas those developed for other existing FMA schemes virtually all assume i.i.d. errors. HR (2012) showed that the JMA estimator has the smallest asymptotic expected squared errors relative to a large class of linear estimators constructed from a countable set of weights, including the least squares, ridge, Nadaraya-Watson and local polynomial kernel with fixed bandwidths, spline and some other nonparametric estimators. HR’s (2012) Monte Carlo results also suggest that the JMA estimator is generally preferred to several other model selection and averaging estimators; in particular, when the errors are heteroscedastic, the JMA estimator significantly outperforms the Mallovs model average (MMA) estimator developed by Hansen (2007) in mean squared error (MSE) terms in a large part of the parameter space. In view of these merits of the JMA estimator, more investigations into its properties are warranted.

Although HR’s (2012) model set-up admits heteroscedastic errors, it rules out serial correlations in the errors. Their set-up also assumes complete exogeneity of regressors. An interesting question is whether the JMA estimator remains meritorious under other settings, particularly in models that admit dependent data. The
current paper takes steps in this direction by enlarging HR’s scope of analysis to include two other commonly encountered model settings, both involving dependent data. The first setting retains the regressor exogeneity assumption as in HR but admits a non-diagonal covariance structure in the errors, thus allowing for error processes such as ARMA and GARCH in addition to pure heteroscedastic and i.i.d. processes; it also nests the model of HR as a special case. The second setting allows for lagged dependent variables but assumes that the errors are i.i.d. Although neither of these two model settings is more general than the other, they both allow dependent data, a property not shared by the model examined in HR. We prove that the JMA estimator when applied to these model settings achieves an asymptotic optimality criterion equivalent to that under the model set-up of HR. Our theoretical analysis follows the approach of Wan et al. (2010) by allowing the model weights to be continuous. This is unlike the method of HR which follows that of Hansen (2007) by restricting the weights to a discrete set. We consider the extension from discrete to continuous weighting an advance as the latter has obvious appeal. It is instructive to point out that the conditions required for optimality by our method are neither stronger nor weaker than those required by HR’s method. Like the latter method, our method also allows for an infinite number of models. Detailed comparisons of the technical conditions that underpin our theoretical results and those of HR are provided in Sections 2.2 and 2.3. For our second model setting that involves lagged dependent variables, we prove the asymptotic optimality of the JMA estimator using results in Ing and Wei (2003).

In a Monte Carlo study we also compare the finite sample performance of the JMA estimator with several other estimators, including the MMA, leave-one-out cross-validation, and AIC and BIC model selection estimators under the two model set-ups considered. Our Monte Carlo results suggest that under strictly exogenous regressors and ARMA and GARCH-type errors, the JMA estimator is frequently preferred to these alternative estimators. On the other hand, when the regressors are not strictly exogenous but contain lagged dependent variables, the JMA estimator has comparable efficiency to the MMA estimator. The latter estimator is known to exhibit performance superiority in many settings (Hansen, 2007, 2008).

The plan of this paper is as follows. In Section 2 we examine the JMA criterion and present results on the asymptotic optimality of the JMA estimator under a setting that assumes exogeneity of regressors but allows for both serial correlation and heteroscedasticity. While the main theorem in this section is applicable to general linear estimators, a special focus of discussion will be given to least squares estimation in the linear regression model. Section 3 examines the case of an infinite order linear autoregressive (AR) data generating process, and JMA being performed across models containing lagged dependent variables and possibly other regressors. Section 4 reports results of the Monte Carlo study. Section 5 concludes, and proofs of theorems are contained in Appendix.

2. Jackknife model averaging under a non-diagonal error covariance structure

2.1. Model framework and the jackknife criterion

We follow HR’s (2012) notations as much as possible for readers’ convenience. Wherever appropriate we point out the differences in the two set-ups. Consider the data generating process (DGP)

\[ y_i = \mu_i + \epsilon_i = f(x_i) + \epsilon_i, \quad i = 1, \ldots, n, \]

with \( x_i = (x_{i1}, x_{i2}, \ldots) \) being countably infinite, and \( f(\cdot) \) a function with respect to \( x_i \). Write \( y = (y_1, \ldots, y_n)^T, X = (x_{11}, \ldots, x_{n1})^T, \mu = (\mu_1, \ldots, \mu_n)^T, \) and \( \epsilon = (\epsilon_1, \ldots, \epsilon_n)^T. \) Further, assume that \( E(\epsilon|x) = 0 \) so that \( \mu = E(y|X) \), and denote \( \text{Var}(\epsilon|x) = \Omega \), where \( \Omega \) is a positive definite symmetric matrix.

Let \( M_n \) be the number of candidate models in the model average, and \( \{\tilde{\mu}_1, \ldots, \tilde{\mu}_{M_n}\} \) be a set of linear estimators of \( \mu \) such that the \( m \)-th estimator in the set, i.e., the estimator of \( \mu \) in the \( m \)-th model, may be written as \( \tilde{\mu}_m = P_m y, \) where \( P_m \) is dependent on \( X \) but not on \( y. \) Many well-known estimators including the least squares, ridge, nearest neighbors, and spline are members of this class. Now, let \( w = (w^1, \ldots, w_{M_n})^T \) be a weight vector in the continuous set:

\[ \mathcal{H}_n = \{ w \in [0, 1]^{M_n} : \sum_{m=1}^{M_n} w^m = 1 \}. \]

The model averaging estimator of \( \mu \) is obtained by compromising across the linear estimators \( \{\tilde{\mu}_1, \ldots, \tilde{\mu}_{M_n}\} \) in the model space. It has the form

\[ \tilde{\mu}(w) = \sum_{m=1}^{M_n} w^m \tilde{\mu}_m = \sum_{m=1}^{M_n} w^m P_m y = P(w)y. \]

The above set-up is the same as that of HR (2012) except for the following aspects. First, HR (2012) restricted \( \Omega \) to be a diagonal matrix, but we permit \( \Omega \) to be non-diagonal, thus allowing the errors to be both autocorrelated and heteroscedastic. This also allows \( y \) to be dependent when the design matrix \( X \) is assumed fixed. Second, although HR (2012) defined \( \tilde{\mu}(w) \) as in (2), when proving the asymptotic optimality of the JMA estimator, they restricted \( \mathcal{H}_n \) to the subset \( \mathcal{H}_n^2 \), which consists of the discrete weights \( w^m \) from the set \( \{0, 1/N, 2/N, \ldots, 1\} \) for some positive integer \( N \). We do not impose the same restriction in our analysis.

Denote \( \tilde{\mu}^m \) as the estimator of \( \mu \) when jackknife estimation based on the delete-one cross-validation is used. Write \( \tilde{\mu} = (\tilde{\mu}_1^m, \ldots, \tilde{\mu}_{M_n}^m)' \), where \( \tilde{\mu}^m \) is the estimator of \( \mu \) obtained with the \( i \)-th observation \( (y_i, x_i) \) removed from the sample. Thus, we can write \( \tilde{\mu}^m = P_m y, \) where \( P_m \) has zeros on the diagonal and depends only on \( X \). The model averaging estimator that smooths across the \( M_n \) jackknife estimators is thus

\[ \tilde{\mu}(w) = \sum_{m=1}^{M_n} w^m \tilde{\mu}^m = \sum_{m=1}^{M_n} w^m P_m y = P(w)y. \]

HR (2012) adopted the following squared error loss criterion for choosing the weight vector \( w \):

\[ CV_n(w) = \| y - \tilde{\mu}(w) \|^2, \]

where \( \|a\|^2 = a' a. \) Now, let \( \tilde{w} = \arg \min_{w \in \mathcal{H}_n} CV_n(w) \) be the weight vector that minimizes \( CV_n(w) \). The JMA estimator of \( \mu \) is \( \tilde{\mu}(\tilde{w}) \). It is obtained by substituting \( \tilde{w} \) for \( w \) in (2). Thus, the JMA estimator is a weighted average of the linear estimators \( \tilde{\mu}^m \)'s using \( \tilde{w} \) as weight. It is different from the estimator \( \tilde{\mu}(w) \) which combines the jackknife estimators \( \tilde{\mu}^m \)’s.

Denote \( \bar{w}^m \equiv y - \tilde{\mu}^m \) and \( \bar{e} = (\bar{e}^1, \ldots, \bar{e}^{M_n}) \). Then we can write \( CV_n(w) = w' \bar{e} \bar{e}' w, \)

a quadratic function of \( w. \) Thus, the minimization of \( CV_n(w) \) with respect to \( w \) is a quadratic programming problem. Numerous software packages are available for obtaining a solution to this problem (e.g., Matlab and R), and they generally work effectively and efficiently even when \( M_n \) is large; for example, when \( n = 200 \) and \( M_n = 100 \), it takes only 0.15 s to obtain the solution to (5) by Matlab.

A referee pointed out that one could consider block cross-validation as an alternative to delete-one cross-validation. Although traditionally the choice of block lengths has been an issue, recent advances in automated methods (e.g., Politis and White, 2004; Patton et al., 2009) have made the selection of optimal block length practically feasible. Racine (1997) also showed that the amount of calculations needed for deleting a block can
be the same as that for deleting a single observation. However, the
difficulty with block cross-validation here is that the estimator
of $\mu$ resulting from a data driven method of block length selec-
tion is generally a non-linear function of $y$. This latter feature
deviates from our basic analytical framework and poses technical
challenges to subsequent asymptotic analysis. Developing a
model averaging scheme based on block cross-validation with a
valid asymptotic theory remains an interesting point of departure
for future research.

2.2. Asymptotic optimality

Unless otherwise stated, all limiting processes discussed in this
and subsequent sections are with respect to $n \to \infty$. To evaluate
the asymptotic efficiency of the JMA estimator $\hat{\mu}(\vec{w})$, we con-
sider the following squared error loss and associated risk criteria:

$$L_n(w) = \| \hat{\mu}(w) - \mu \|^2$$

(6)

and

$$R_n(w) = E[L_n(w)|X] = \| A(w) \mu \|^2 + \text{tr} \{ P(w) \Omega P(w) \},$$

(7)

where $A(w) = I_n - P(w)$. Our objective is to demonstrate that
the JMA estimator satisfies the optimality condition

$$(\text{OPT}) : \inf_{w \in \mathcal{H}_n} \frac{L_n(w)}{R_n(w)} \overset{p}{\to} 1.$$

This optimality criterion is nearly the same as the one considered
by HR (2012) – the only difference being that we do not restrict
the weights to lie in the discrete set $\mathcal{H}_n^*$. When (OPT) is satisfied, the
JMA estimator is said to be optimal in the sense that its squared
errors are asymptotically identical to those of the infeasible best
possible model averaging estimator.

Now, write $A(w) = I_n - P(w)$. Let $\tilde{L}_n(w)$ and $\tilde{R}_n(w)$ be re-
spectively the jackknife squared error loss and risk obtained by replac-
ing $\hat{\mu}(w)$ by $\hat{\mu}(\vec{w})$, $A(w)$ by $\tilde{A}(w)$, and $P(w)$ by $\tilde{P}(w)$ in (6) and (7).

Let $\tilde{L}_n = \inf_{w \in \mathcal{H}_n} \tilde{L}_n(w)$, $\tilde{\Omega} = \Omega - \text{diag}(\Omega_{11}, \ldots, \Omega_{mm})$, $\Omega_{ij}$ be the
ith diagonal element of $\Omega$, $w_{m}^*$ be a weight vector with the mth
element taking on the value of unity and other elements zeros, and
$\delta(B)$ denote the largest singular value of a matrix $B$. The following
theorem, which extends Theorem 1 of HR (2012), gives the con-
ditions under which the JMA estimator satisfies the (OPT) criterion
under a model set-up that permits a non-diagonal error covariance
structure.

**Theorem 2.1.** If

$$\lim_{n \to \infty} \max_{1 \leq m \leq M_n} \delta(P_m) < \infty, \quad \text{a.s.}$$

(8)

$$\lim_{n \to \infty} \max_{1 \leq m \leq M_n} \delta(\tilde{P}_m) < \infty, \quad \text{a.s.}$$

(9)

$$\sup_{w \in \mathcal{H}_n} |\tilde{R}_n(w)/R_n(w) - 1| \overset{a.s.}{\to} 0,$$

(10)

$e^X \sim \mathcal{N}(0, \Omega)$,

(11)

$$\delta(\tilde{\Omega}) \leq \tilde{C} < \infty, \quad \text{a.s., where } \tilde{C} \text{ is a constant},$$

(12)

$$M_n \sum_{m=1}^{M_n} \left( R_n(w_{m}^*) \right)^{c} \overset{a.s.}{\to} 0, \quad \text{for some constant } C \geq 1,$$

(13)

and

$$\sup_{w \in \mathcal{H}_n} \left| \text{tr} \{ \tilde{P}(w) \tilde{\Omega} \} / \tilde{R}_n(w) \right| \overset{a.s.}{\to} 0,$$

(14)

then $\hat{\mu}(\vec{w})$ satisfies the (OPT) asymptotic optimality criterion.

**Remark 1.** Conditions (8) and (9) correspond to conditions (A.3)
and (A.4) of HR (2012) respectively. Condition (10), which is
standard in cross-validation analysis, is almost the same as condition (A.5) of HR (2012), except that the continuous set $\mathcal{H}_n$ is
used here in place of the discrete set $\mathcal{H}_n^*$ in HR.

**Remark 2.** By condition (11), the asymptotic optimality of the JMA
estimator applies only to Gaussian regressions. From a generality
point of view, this is an obvious limitation of our results; on the
other hand, the Gaussian regression model is the most widely used
model in practice, and it also plays a central part in the majority of
the model selection and averaging literature (e.g., Shibata, 1981;
Hurvich and Tsai, 1989; Zhang, 1992; Daniol and Magnus, 2004;
Leung and Barron, 2006; Bunea et al., 2007). More importantly,
condition (11) can be removed for proving JMA’s asymptotic
optimality when the coefficients in each model are estimated by
least squares (see Section 2.3 for details). Condition (12)
corresponds to the moment bound condition (A.2) of HR (2012);
it requires the largest singular value of the correlation matrix $\Omega$
to be finite as the sample size increases.

**Remark 3.** Condition (13), adopted from Wan et al. (2010), is also
required for proving the asymptotic optimality of the Mallows
model averaging estimator. The implications of this condition are
thoroughly discussed in Wan et al. (2010). Most importantly, under
our set-up, $M_n$, the number of candidate models, is allowed to be
infinite, although condition (13) places a restriction on the rate at
which $M_n$ increases with $n$. It is worth noting that if $M_n/n = O(1)$
(see Assumption 4 of Kuersteiner and Okui, 2010), then condition
(13) is implied by the weaker condition $\xi^{-2} R_0(w_{m}^*) = O(n^{-2})$
for any $m$, with $\xi$ being a positive constant. Wan et al. (2010) gave
an example under Hansen’s (2007) nested model set-up where
condition (13) is implied by the condition

$$M_n = O(n^\nu), \quad (15)$$

with $\nu$ being a positive constant (see Example 2 of Wan et al.,
2010, for details). Conditions similar to (15) can be found in Shibata
(1980) and Newey (1997). When the DGP is a linear model (see
Section 2.3), condition (13) may be replaced by (21) or (25). Note
that although HR’s (2012) Theorem 1 does not require condition
(13), it does require an alternative condition (A.6) which also has
implications on the rate at which $M_n$ grows with $n$. Their condition
(A.6) may be viewed as a counterpart to our condition (13). It is
straightforward to show that HR’s condition (A.6) implies

$$M_n^N \sup_{w \in \mathcal{H}_n} R_n(w) N +1 \overset{a.s.}{\to} 0,$$

(16)

which is neither strictly stronger nor weaker than (13). For exam-
ple, suppose that $\sup_{w \in \mathcal{H}_n} R_n(w) \sim n$ and $\xi_n \sim n^{1/5}$; if $M_n \sim n^2$, then (13) holds but HR’s condition (A.6) does not hold. On
the other hand, suppose that $M_n \sim n^{1/3}$ and $\xi_n \sim n^{1/3}$; if $\min_{w \in [1, \ldots, M_n]} R_n(w_{m}^*) \sim n^{3/4}$, then HR’s condition (A.6) holds but
our condition (13) does not hold.

To reiterate, both HR’s and our optimality theories allow $M_n$
be infinite, but both require conditions on the rate of increase of $M_n$, and
neither their nor our conditions are strictly stronger or weaker
than the other’s.

**Remark 4.** Condition (14) is related to the correlation pattern of $e$.
This remark is not required when the underlying DGP is a linear model.

**Remark 5.** The technical conditions that underlie Theorem 2.1
simplify substantially when $e_1, \ldots, e_n$ are independent such that
$\Omega$ is a diagonal matrix. For this special case, the asymptotic

---

1. In that example, $R_n(w_{m}^*)$ is assumed to be of order $nm^{-\alpha} + m$ with $\alpha > 0$, the same order as the risk of the series estimator given in Theorem 1 of Newey (1997).
optimality (OPT) criterion holds for the JMA estimator \( \hat{\mu}(\hat{\nu}) \) provided that conditions (8), (9), (10) and (13) are satisfied,

\[
\sup_{i} E(\epsilon_{i}^{2}|x_{i}|) < \infty \quad \text{a.s.} \tag{17}
\]

and

\[
\inf_{i} \sigma_{i}^{2} \geq \sigma^{2} > 0, \quad \text{a.s.} \tag{18}
\]

where \( \sigma \) is a constant. The above result may be compared with Theorem 1 of HR (2012). In particular, conditions (17) and (18) are the same as conditions (A.2) and (A.1) of HR (2012) respectively.

The major difference between this result and Theorem 1 of HR (2012) is that our result permits the model weights to be continuous, whereas Theorem 1 of HR (2012) constrains the weights to the discrete set \( H_{n} \). The proof of the above result is given in Appendix.

2.3. The special case of linear regression

In this subsection, we focus on the special case of a linear regression model. By least squares estimation,

\[
P_{m} = X^{m}(X^{m}'X^{m})^{-1}X^{m}, \tag{19}
\]

where \( X^{m} \) is the regressor matrix of the \( m \)th candidate model. It is assumed that \( X^{m} \) is of full column rank. Now, it is straightforward to show that

\[
\tilde{P}_{m} = D_{m}(P_{m} - I_{m}) + I_{m}, \tag{20}
\]

where \( D_{m} \) is a diagonal matrix with \( (1 - h_{nn}^{-1}) \) being its \( i \)th element, \( h_{ii}^{-1} \) the \( i \)th diagonal element of \( P_{m} \), and \( I_{m} \) is an \( n \times n \) identity matrix. Let \( X = [X^{1}, \ldots, X^{M}] \), \( r = \text{rank}(X) \), \( P = X(X'X)^{-1}X' \), and \( K_{m} \) be the number of regressors in \( X^{m} \). The following theorem relates to the asymptotic optimality of \( \hat{\mu}(\hat{\nu}) \).

**Theorem 2.2.** Provided that condition (12) holds,

\[
\xi_{n}^{-2} \sum_{m=1}^{M_{n}} \rho_{m}(u_{m}^{a}) \xrightarrow{a.s.} 0, \tag{21}
\]

\[
r_{n}^{\xi_{n}^{-1}} \xrightarrow{a.s.} 0, \tag{22}
\]

\[
\mu' \mu n^{-1} = O(1), \quad \text{a.s.} \tag{23}
\]

and

\[
h_{ii}^{m} \leq A K_{m} n^{-1}, \quad \text{a.s.} \tag{24}
\]

where \( A \) is a constant, then \( \hat{\mu}(\hat{\nu}) \) satisfies the (OPT) asymptotic optimality criterion.

**Remark 6.** Condition (21) is similar to condition (13), but with \( M_{n} \) removed and \( G \) set to 1. When \( G = 1 \), condition (21) is clearly weaker than (13). Assigning unity to \( G \) is justified because the elements in \( e \) are not required to be normal here. It is worth mentioning that condition (21) may be replaced by

\[
r_{n} \mu' \mu \xi_{n}^{-2} \xrightarrow{a.s.} 0, \tag{25}
\]

which carries no obvious intuitive meaning but is sometimes weaker than condition (21). For instance, in Example 1 of Wan et al. (2010), a sufficient condition for (25) to hold is \( s_{n} = O(n^{2/3}) \), but (21) does not hold under the same condition. For (21) to hold, a sufficient condition is \( s_{n} = O(\log n) \), which is considerably stronger than \( s_{n} = O(n^{2/17}) \). The proof relevant to this remark is simple, and is available upon request from the authors.

**Remark 7.** Condition (22) places a constraint on the growth rate of the number of regressors. HR (2012) did not use the same restriction; instead they imposed a restriction on the growth rate of the largest number of models of any given dimension (see condition (A.8) in HR, 2012). These two restrictions are based on different perspectives, and neither of them is strictly stronger nor weaker than the other. To illustrate the latter point, consider again Example 1 of Wan et al. (2010); when \( s_{n} = n^{2/10} \), condition (22) holds but the same is not true for condition (A.8) of HR (2012) (the proof is simple and is available on request); on the other hand, when the models are nested, condition (A.8) of HR (2012) holds as \( s_{n} \to \infty \), but in order for our condition (22) to hold, the growth rate in the number of regressors in the largest model must be slower than \( s_{n} \to \infty \).

**Remark 8.** Condition (23), which concerns the average of \( \mu_{j}^{2} \), is quite common and reasonable. A similar condition can be found in Shao (1997) and Wan et al. (2010). Condition (24) is commonly used in studies of asymptotic optimality of cross-validation methods (e.g., Li, 1987; Andrews, 1991).

3. Jackknife model averaging in the presence of lagged dependent variables

While the preceding analysis extends the work of HR to allow for a non-diagonal error covariance matrix, it retains the assumption of strict exogeneity of regressors as in HR (2012). As such, the theory developed in the last section does not allow for dynamic models that include lagged values of the dependent variable as regressors. In this section, we take some steps in developing an asymptotic optimality theory for the JMA estimator in models where some columns of the regressor matrix contain lagged values of \( y \). Our techniques rely on applying results in mathematical statistics developed by Ing and Wei (2003). In order for their results to be applicable, it is necessary to assume that \( y_{i} \) follows the stationary AR(\( \infty \)) process

\[
y_{i} + \sum_{i=1}^{\infty} \alpha_{i} y_{i-i} = e_{i}, \quad i = \ldots, -1, 0, 1, \ldots \tag{26}
\]

where \( i \) is an index of time, \( e_{i}'s \) are i.i.d., each with a mean of zero and variance of \( \sigma^{2} \), \( \sum_{i=1}^{\infty} |q| < \infty \), and \( 1 + \sum_{i=1}^{\infty} q_{i}^{2} \) is bounded away from zero for \( |z| \leq 1 \). Let \( \mu_{i} = E(y_{i}|y_{i-1}, y_{i-2}, \ldots) \).

Notwithstanding (26), we allow the inclusion of “extraneous regressors” in addition to lagged values of \( y \) in the regressor matrix of the candidate models. For analytical convenience, we assume that all models regardless of lag orders use the same number of observations. Let \( r_{1}(\geq 0) \) be the maximal lag order in any candidate model, and observations of \( y_{i} \) be available for \( i = -r_{1} + 1, \ldots, n \), so that \( y = (y_{1}, \ldots, y_{n}) \) is a vector of observations of the dependent variable in every candidate model. Define \( y^{(j)} = (y_{j}, \ldots, y_{n}) \), \( j = 1, \ldots, r_{1} \), write \( Y_{j} = (y^{(j-1)}, \ldots, y^{(r_{1})}) \), and let \( X_{t} = x_{t} \times r_{2} \) matrix containing observations of \( y_{t} \geq 0 \) extraneous regressors. The regressor matrix in the full model (i.e., the model that contains all regressors) is therefore \( X = (Y_{1}, X_{t}) \), and it is assumed that \( X \) has (full column) rank \( r = r_{1} + r_{2} \). The regressor matrix \( X^{m} \) of the \( m \)th candidate model is formed by combining columns in \( X \). Thus, our framework allows for pure AR as well as ARX models, and nested as well as non-nested AR processes in the lagged component of the model. When \( n \) increases, we allow \( r_{1} \) to increase but assume that \( r_{2} \) is fixed.

As before, we focus our interest on \( \mu = (\mu_{1}, \ldots, \mu_{n}) \), and apply the delete-one cross-validation method discussed previously.
to choose the weight vector $\hat{w}$ in the JMA estimator $\hat{\mu}(\hat{w})$. Now, let $V_n(w) = \|A(w)\mu\|^2 + \sigma^2\text{tr}(P(w)P(w)^T)$, $V_n(w) = \|A(w)\mu\|^2 + \sigma^2\text{tr}(\hat{P}(w)\hat{P}(w))$. $\hat{\xi}_n^\alpha = \inf_{\mu \in M_\alpha} V_n(w)$, $\hat{\xi}_n^\alpha = \inf_{\mu \in M_\alpha} \tilde{V}_n(w)$, $M = I_n - V(Y, Y') - \Gamma'$, and $f_i$ is the distribution function of $e_i$, where $A(w), P(w), A(w)$, and $P(w)$ are defined as in Section 2. The asymptotic optimality of the JMA estimator is given in the following theorem:

**Theorem 3.1.** The JMA estimator $\hat{\mu}(\hat{w})$ under the analytical framework described in this section satisfies the (OPT) asymptotic optimality criterion provided that the following conditions hold:

**C1.** $r \xi_n^{\alpha-1} = o_p(1)$, $\mu^\alpha n^{-1} = O_p(1)$, $nk_n^{-1} h_{ii} = O_p(1)$, and $r \mu^\alpha \tilde{P}_n^\nu = o_p(1)$;

**C2.** $n^{-1/2}X^*e \xrightarrow{d} N(0, \Delta)$, where $\Delta$ is a positive definite matrix, $\delta(n^{-1/2}X^*X^*) = O_p(1)$, and $\delta(n^{-1}X^*\Sigma^{-1}X^*) = O_p(1)$;

**C3.** There exist some positive constants $\alpha_1, \alpha_2$, and $\alpha_3$ such that $|F_i(d_1) - F_i(d_2)| < \alpha_3 |d_1 - d_2|^{1/4}$ for all $i$ when $|d_1 - d_2| \leq \alpha_2$; and

**C4.** either $t^{\alpha_4+\alpha} = O(n)$ for some $\alpha_4 > 0$ and $\sup_{\alpha < \alpha} |Ee_i^\alpha| < \infty$, or $t^{2+\alpha_4} = O(n)$ for some $\alpha_4 > 0$ and $\sup_{\alpha < \alpha} |Ee_i^\alpha| < \infty$ for all $s$.

**Remark 9.** Condition (C1) is analogous to the conditions described in (22)-(25) being fulfilled in probability. The first two parts of condition (C2) hold when $X^*e_i$ is a stationary and ergodic martingale difference sequence with finite fourth moments, and $n^{-1}X^*X^*$ converges to a positive definite matrix in probability, respectively. For the third part, note that by decomposing $M = P_M \Lambda_M P_M$, we have $n^{-1}X^*X^* = n^{-1}X^*P_M \Lambda_M P_M X^*$, where $P_M$ is an orthogonal matrix, and $\Lambda_M = \text{diag}(1, 1, 0, 0, 0)$ is a diagonal matrix with $n - r_1$ elements of unity and remaining elements of zeros since $M$ is symmetric and idempotent. Now, let $X^*$ be a matrix taking on the first $n - r_1$ rows of $P_M X^*$. When $(n - r_1)^{-1}X^*X^*$ converges to a positive definite matrix in probability, by condition (C4), $n^{-1}X^*X^* = n^{-1}(n - r_1)(n - r_1)^{-1}X^*X^*$ converges to the same matrix and thus the third part of condition (C2) also holds.

**Remark 10.** Condition (C3) is the same as condition (K.2) of Ing and Wei (2003), who studied the properties of the least squares predictor in an increasing order setting when the observations are generated by an AR($\infty$) process. As discussed in Ing and Wei (2003), this is a mild condition easily fulfilled by any distribution with a bounded density. Condition (C4) is a restatement of the conditions in Theorem 2 of Ing and Wei (2003). For (C4) to hold, a tradeoff between the rate of increase of $r_1$ and the existence of higher moments is needed.

### 4. Monte Carlo Study

This section reports results of a Monte Carlo study undertaken to compare the performance of the JMA estimator with (1) the AIC model selection estimator (AIC), (2) the BIC model selection estimator (BIC), (3) the leave-one-out cross-validation model selection estimator (CV), and (4) the MMA (model averaging) estimator of Hansen (2007). Our study is based on four sampling designs ranging from linear and non-linear exogenous set-ups to a dynamic model set-up. To conserve space and facilitate discussion, we report the Monte Carlo results in graphical form with the captions shown in the top left diagram of each set of graphs. The details and results of the Monte Carlo study are discussed below.

**Design 1:** Our first Monte Carlo design is based on the same set-up as that of HR (2012), except that HR focused on pure heteroscedastic error processes, whereas we consider an error process that is both autocorrelated and heteroscedastic. Specifically, the DGP being examined is

$$y_i = \mu_i + e_i = \sum_{j=1}^{\infty} \theta_j x_j + e_i, \quad i = 1, \ldots, n,$$

where $\theta_1 = 1$, and observations of all other $x_j$’s are generated from the $N(0, 1)$ distribution and are independent; $\theta_i = c \sqrt{2 \alpha_j} \alpha^{-1/2}$, with $c > 0$ and $\alpha = 0.5$; the error process is given by $e_i = e_{i+1} = e_{i+2}$, $e_i$’s are independent observations from the $N(0, \sigma^2)$ distribution, and $e_i$ follows an AR(1) process with an autocorrelation coefficient $\psi$ set to either 0.5 or 0.9. The sample size varies at 25, 50, 75, and 100. The number of approximating models is determined by $M_0 = \text{INT}(3n^{1/3})$, where the function $\text{INT}(A)$ returns the nearest integer from $A$. This results in $M_0 = 9, 11, 13, \text{and 14}$ for $n = 25, 50, 75$, and 100 respectively.

The approximating models are $y_i = \sum_{j=1}^{m} \theta_j x_j + e_i, \quad i = 1, \ldots, n$, $m = 1, \ldots, M_0$, following HR (2012), we let $\tilde{R}^2 = c^2/(1 + c^2)$, vary between 0.1 and 0.8. We use the following mean squared error (MSE) measure to assess the accuracy of estimators:

$$\sum_{d=1}^{D} \left( \frac{\|\tilde{\mu}(w)^{(d)} - \mu^{(d)}\|^2}{D} \right), \quad (27)$$

where $D = 10000$ is the number of simulation trials. To facilitate comparisons, the MSEs of all estimators are normalized by the MSE of the infeasible optimal least squares estimator.

The results of the simulations are depicted in Figs. 1 and 2. We find that the JMA estimator is almost always the best estimator among those considered, although when $\tilde{R}^2$ is very large, the MMA estimator can sometimes be marginally preferred to the JMA estimator. As shown in Fig. 1, when $\psi = 0.5$, the MSE difference in favor of the JMA estimator over other estimators is very noticeable for small to moderate $\tilde{R}^2$. When $\psi = 0.9$, the general pattern of results is similar, except that the gap in MSE between the JMA and other estimators is smaller than when $\psi = 0.5$. In the overwhelming majority of cases, either of the two model averaging estimators is preferred to any of the three model selection estimators, although occasionally small to moderate reductions in MSE can be made with model selection; for example, the BIC estimator sometimes yield a smaller MSE than the MMA estimator when $\tilde{R}^2$ is small. Of the three model selection estimators, the AIC estimator frequently has the worst performance, and it performs especially poorly when $\tilde{R}^2$ is small. By and large, our results accord with those of HR (2012), and our findings reinforce their conclusion that significant efficiency gains can be made with the JMA method.

**Design 2:** This is based on the same set-up as Design 1, except that the data generating process of $e_i$ here is assumed to be the GARCH$(p, q)$ process: $e_i = \sigma_i \varepsilon_i; \sigma_i^2 = 0.5 + \sum_{j=0}^{p} \rho_j \sigma_{i-j}^2 + \sum_{j=1}^{q} \beta_j e_{i-j}^2$; and $\varepsilon_i \sim i.i.d. N(0, 1)$. We consider two GARCH specifications: GARCH(1, 1) with $\rho_1 = 0.1$ and $\beta_1 = 0.8$; and GARCH(2, 2) with $\rho_1 = 0.2, \rho_2 = 0.3, b_1 = 0.2$ and $b_2 = 0.2$. The results are summarized in Figs. 3 and 4.

Broadly speaking, the conclusions are similar to those found under Design 1. In particular, the JMA estimator frequently yields the most accurate estimates followed by the MMA estimator, and both model averaging estimators enjoy significantly smaller MSEs than the model selection estimators over a large portion of the $\tilde{R}^2$ space. With the GARCH specifications, we find evidence of the BIC model selection estimator outperforming the JMA estimator when $\tilde{R}^2$ is small (say, $\tilde{R}^2 \leq 0.2$), and a much smaller difference in MSE between the JMA and MMA estimators. For the GARCH(2, 2)
specification, the MSEs of the two estimators almost coincide everywhere, with the JMA estimator having only a slight edge in most cases. Under the GARCH(1, 1) specification, moderate gains can still be made by using the JMA estimator in lieu of the MMA estimator.

Design 3: Our third Monte Carlo design is based on the non-linear model:

$$y_i = \mu_i + e_i = cg(x_i) + e_i, \quad i = 1, \ldots, n,$$

where $c$ is the constant defined in Design 1 for controlling $\tilde{R}^2$, $x_i \sim U(-2, 2)$, $e_i$ follows the same AR(1) process as in Design 1 with $\psi$ set to either 0.5 or 0.9, and $n = 25, 50, 75$ and 100. We set $g(x_i)$ to $\sin(5\pi x_i)$ for generating $y_i$. In the Monte Carlo replications, we estimate $g(\cdot)$ by cubic B-splines with the number of knots chosen from $\{0, 1, \ldots, \text{INT}(n^{1/3})\}$. This results in $M_n = 1 + \text{INT}(n^{1/3})$ approximating models. With the chosen values of $n$, we have $M_n = 4, 5, 5$ and 6.

The results, presented in Figs. 5 and 6, are similar to those obtained under Design 1. Again, when $\psi = 0.5$, the JMA estimator is seen to be the best estimator with the MMA being a close second in a large region of the $\tilde{R}^2$ space. When $\psi = 0.9$, the JMA estimator continues to outperform other estimators frequently but by smaller margins. When $\tilde{R}^2$ is small, the AIC estimator is habitually the worst performing estimator, but when $\tilde{R}^2$ is large and $n \geq 50$, the BIC estimator usually yields the least accurate estimates. On the other hand, when $\tilde{R}^2$ is small and $n \geq 50$, the BIC model selection estimator can outperform the JMA estimator.

Design 4: Our last experimental design considers a dynamic linear model. We use the following ARMA(1, 1) data generating process of $y_i$ to represent the $\ar(\infty)$ process described in Section 3:

$$y_i = \alpha y_{i-1} + e_i + 0.5e_{i-1}, \quad i = 1, \ldots, n,$$

where $e_i \sim N(0, 1)$, and $\alpha$ is determined by the value of $\tilde{R}^2 = (\text{var}(y_i) - \text{var}(e_i))/\text{var}(y_i)$. We assume that the candidate models follow the AR specification: $y_i = \hat{b} + e_i, y_i = \hat{b} + \sum_{j=1}^{M_n} \theta_j y_{i-j} + e_i, \ldots, y_i = \hat{b} + \sum_{j=1}^{M_n} \theta_j y_{i-j} + e_i$, where $b$ is an intercept and $M_n = \text{INT}(3n^{1/3})$, with $n$ being the number of observations available for estimation in each model. Note that $M_n$, the number of candidate models, equals $M_n + 1$ under this set-up. We let $n$ vary at $n = 15, 25, 50$ and 75. There are 8, 10, 12 and 14 candidate models when $n$ is set to 15, 25, 50 and 75, respectively.

We gauge the different estimators’ accuracy in predicting $y_{n+1}$, i.e., the one-step-ahead forecast from the last observation of the
sample. The mean squared forecast error (MSFE) of the estimator $\hat{y}_{n+1}$ is $E \| \hat{y}_{n+1} - y_{n+1} \|^2$. Following Hansen (2008), we evaluate the estimators based on a modified MSFE (mMSFE) measure obtained by subtracting $\text{var}(e_{n+1}) = 1$ from the MSFE. Again, our experiment is based on $D = 10000$ simulation trials. Fig. 7 reports the results. In all cases, the JMA and MMA estimators have smaller mMSFE than the three model selection estimators, with the superiority being more marked when $n$ is small. When $n = 15$, the JMA estimator has a slight edge over the MMA estimator; when $n$ is larger (say 25), the two estimators have virtually the same mMSFE everywhere in the $R^2$ space. The (relative) performance of the BIC estimator changes from being worse to better than the CV estimator when $n$ increases from 15 to 25, while the AIC estimator is the worst estimator for all sample sizes.

5. Concluding remarks

This paper extends the work of HR (2012) on the properties of the JMA estimator to model settings with either strictly exogenous regressors and a non-diagonal error covariance structure, or lagged dependent regressors and i.i.d. errors. Our investigation substantially broadens HR’s (2012) scope of analysis which assumes strict exogeneity of regressors, allowing for heteroscedasticity but excluding autocorrelation. We show that under these extended set-ups, the JMA estimator remains asymptotically optimal in the sense of achieving the smallest possible squared errors, in addition to performing very favorably in finite samples compared with several other model averaging and selection estimators.

Throughout the paper we assume a continuous weight set for model averaging. This differs from the approach of HR (2012) which restricts the weights to a discrete set. We consider the extension from discrete to continuous weighting an advance as the latter has obvious appeals. It is worth reiterating that continuous weighting allows an infinite number of candidate models, and while it places constraints on the rate of expansion of the number of models, these constraints are not stronger or weaker than those imposed under HR’s discrete weighting regime for the same purpose and a strict ordering is not possible. In practice, when there are many candidate models, one strategy is to apply model screening procedures to remove the very poor models prior to combining (e.g., Yuan and Yang, 2005). These procedures have proved to be quite useful and they ease computational
burden significantly. It remains for future research to consider model screening in conjunction with JMA. Also, both our and HR’s studies emphasize the efficiency gains of using JMA for point estimation. Little is known about the implications of JMA for inference. To deal with the latter aspect, knowledge of the distribution of the JMA estimator is required. Liu (2011) recently derived some results on the asymptotic distribution of the JMA estimator assuming a linear model under local misspecification (Hjort and Claeskens, 2003). Further analysis under a more general model setting would be in order.
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Appendix. Proofs of results

Proof of Theorem 2.1. Let $\xi_n = \inf_{w \in \mathcal{K}_n} \tilde{R}_n(w)$. If $\sup_{w \in \mathcal{K}_n} \frac{\tilde{R}_n(w)}{\tilde{R}_n(w)} - 1 \leq 1$, then

$$
\frac{\tilde{A}_n}{\tilde{S}_n} \sum_{m=1}^{M_n} \left( \tilde{R}_n(w_{m}^{0}) \right)^{-1} = \left\{ \inf_{w \in \mathcal{K}_n} \left( \frac{\tilde{R}_n(w)}{\tilde{R}_n(w)} \right) \right\}^{-1} \times \left\{ \max_{1 \leq m \leq M_n} \left( \tilde{R}_n(w_{m}^{0}) \right) \right\}^{-1} \leq \left\{ \frac{\tilde{R}_n(w)}{\tilde{R}_n(w)} - 1 \right\}. 
$$

Using conditions (10) and (13) in (A.1), we have

$$
M_n \frac{\tilde{S}_n}{\tilde{A}_n} \sum_{m=1}^{M_n} \left( \tilde{R}_n(w_{m}^{0}) \right)^{G} \xrightarrow{a.s.} 0. 
$$

We next show that

$$
\tilde{L}_n(w) / \inf_{w \in \mathcal{K}_n} \tilde{L}_n(w) \xrightarrow{p} 1. 
$$

by using (A.2), together with conditions (9), (11), (12) and (14). Observe that

$$
CV_{n}(w) = \tilde{L}_n(w) + \| e \|^{2} + 2 \mu \tilde{A}(w) e - 2 \left( \tilde{e} \tilde{D}(w) - \text{tr} \left( \tilde{D}(w) \Omega \right) \right) \tilde{R}_n(w) - 2 \mu \tilde{A}(w) \tilde{R}_n(w),
$$

and $\| e \|^{2}$ is independent of $w$. Hence by condition (14), to prove (A.3), it suffices to show that

$$
\sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e / \tilde{R}_n(w) \right| \xrightarrow{p} 0, 
$$

and

$$
\sup_{w \in \mathcal{K}_n} \left| \tilde{L}_n(w) / \tilde{R}_n(w) - 1 \right| \xrightarrow{p} 0. 
$$

For the case of non-stochastic $X$, following steps similar to the proof of Eq. (A.1) in Wan et al. (2010), and using Chebyshev’s inequality, Theorem 2 of Whittle (1960) and (11), we have, for any $\delta > 0$,

$$
\Pr \left\{ \sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e / \tilde{R}_n(w) > \delta \right| \right\} \leq \Pr \left\{ \sup_{w \in \mathcal{K}_n} \left| \sum_{m=1}^{M_n} \frac{\mu \tilde{A}(w_{m}^{0}) e}{\tilde{R}_n(w_{m}^{0})} \right| > \delta \tilde{S}_n \right\} \leq \max_{1 \leq m \leq M_n} \left| \mu \tilde{A}(w_{m}^{0}) e \right| > \delta \tilde{S}_n 
$$

$$
\leq \sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e \right| > \delta \tilde{S}_n 
$$

$$
\leq \delta^{-2G} \sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e \right| > \delta \tilde{S}_n 
$$

$$
\leq C_{1} \delta^{-2G} \sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e \right| > \delta \tilde{S}_n 
$$

$$
\leq C_{1} \delta^{-2G} \sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e \right| > \delta \tilde{S}_n 
$$

$$
\leq C_{1} \delta^{-2G} \sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) e \right| > \delta \tilde{S}_n 
$$

and

$$
\Pr \left\{ \sup_{w \in \mathcal{K}_n} \left| \tilde{L}_n(w) / \tilde{R}_n(w) - 1 \right| > \delta \tilde{S}_n \right\} \leq \Pr \left\{ \sup_{w \in \mathcal{K}_n} \left| \tilde{L}_n(w) / \tilde{R}_n(w) - 1 \right| > \delta \tilde{S}_n \right\} \leq \sup_{w \in \mathcal{K}_n} \left| \tilde{L}_n(w) / \tilde{R}_n(w) - 1 \right| > \delta \tilde{S}_n 
$$

$$
\leq \delta^{-2G} \sup_{w \in \mathcal{K}_n} \left| \tilde{L}_n(w) / \tilde{R}_n(w) - 1 \right| > \delta \tilde{S}_n 
$$

where $C_{1}$ and $C_{2}$ are two positive constants.

On the other hand, when $X$ is random, by the dominated convergence theorem, conditions (12) and (A.2), the results in (A.5) and (A.6) are implied by (A.8) and (A.9) respectively.

In addition, note that

$$
\frac{\tilde{L}_n(w) - \tilde{R}_n(w)}{\tilde{L}_n(w) / \tilde{R}_n(w)} \xrightarrow{d} \frac{\tilde{L}_n(w)}{\tilde{R}_n(w)} - 1
$$

Hence to prove (A.7), it suffices to show that

$$
\sup_{w \in \mathcal{K}_n} \left| \mu \tilde{A}(w) \tilde{R}_n(w) / \tilde{R}_n(w) - 1 \right| \xrightarrow{p} 0
$$

(A.11)
By (A2), and conditions (9), (11) and (12), (A.11) and (A.12) can be proved along the lines of proving Eqs. (A.4) and (A.5) in Wan et al. (2010). This completes the proof of (A.3).

Likewise, using the technique in deriving (A.7) and condition (8), the following result can also be shown:

\[
\sup_{w \in \mathcal{W}} \left| \frac{P(w)\varepsilon^2 - \text{tr} \left( \mathbf{P}(w) \Omega \tilde{P}(w) \right) }{\tilde{R}_n(w)} \right| \rightarrow 0. \quad (A.12)
\]

Define

\[
V_n(\tilde{\omega}) = \| \mathbf{A}(\tilde{\omega}) \mu \|^2 + \text{tr} \left( \mathbf{P}(\tilde{\omega}) \Omega \mathbf{P}(\tilde{\omega}) \right),
\]

and

\[
\tilde{V}_n(\tilde{\omega}) = \| \tilde{\mathbf{A}}(\tilde{\omega}) \mu \|^2 + \sigma^2 \text{tr} \left( \tilde{\mathbf{P}}(\tilde{\omega}) \Omega \tilde{\mathbf{P}}(\tilde{\omega}) \right).
\]

Now, upon using (10), (A.3), (A.7) and (A.13) in

\[
\frac{L_n(\tilde{\omega})}{\inf_{w \in \mathcal{W}} L_n(w)} - 1 = \sup_{w \in \mathcal{W}} \left( \frac{V_n(\tilde{\omega})}{L_n(\tilde{\omega}) - 1} \right) \leq \frac{\sup_{w \in \mathcal{W}} \left( \frac{L_n(w)}{\tilde{L}_n(w)} \right) \sup_{w \in \mathcal{W}} \left( \frac{R_n(w)}{\tilde{R}_n(w)} \right) \sup_{w \in \mathcal{W}} \left( \frac{\tilde{L}_n(w)}{\tilde{R}_n(w)} \right) - 1, \quad (A.16)
\]

we obtain the desired (OPT) criterion.

\[\Box\]

**Proof of result under Remark 5** – asymptotic optimality for the special case where \(O\) is a diagonal matrix

First, note that in the case of a diagonal \(O\), condition (12) is implied by (17). Second, when \(O\) is diagonal and positive definite (implied by condition (18)), it is straightforward to see that the elements of \(O^{-1/2}e^\intercal x\) are independent. We require this independence condition in order to utilize Theorem 2 of Whittle (1960). In the proof of Theorem 2.1, the only reason for using the normality condition (11) is to make the elements of \(O^{-1/2}e^\intercal x\) independent. Finally, when \(O\) is diagonal, \(O\) is a zero matrix. Hence condition (14) is satisfied. The OPT criterion thus follows from Theorem 2.1.

**Proof of Theorem 2.2.** It is well-known that the following equalities are satisfied for any square matrices \(B_1\) and \(B_2\) with identical dimensions (see, for example, Li, 1987):

\[
\delta(B_1 + B_2) \leq \delta(B_1) + \delta(B_2) \quad \text{and} \quad \delta(B_1B_2) \leq \delta(B_1)\delta(B_2). \quad (A.17)
\]

Now, let \(h^* = \max_{1 \leq m \leq M_0} \max_{1 \leq i \leq m} h_{i}^m\) and \(\bar{h} = h^*/(1 - h^*)\). Then by (24), we have

\[
h^* = O(n^{-1}), \quad \bar{h} = O(n^{-1}) \quad \text{a.s.} \quad (A.18)
\]

and

\[
h^* \leq A \max \{k_1, \ldots, k_{M_0} \} n^{-1} \xi_n^{-1} \left( \mu^\intercal A_n^\intercal \mu + \text{tr} \left( P_n \Omega P_n^\intercal \right) \right) \leq A n^{-1} \xi_n^{-1} \left( \mu^\intercal A_n^\intercal \mu + \text{tr} \left( P_n \Omega P_n^\intercal \right) \right) \quad (A.19)
\]

Denote \(Q_m\) as an \(n \times n\) diagonal matrix with \(Q_{m,i} = h_{m,i}^m / (1 - h_{m,i}^m)\). By (20), we have \(P_m = P_m - Q_m a_m\) and \(A_m = A_m - Q_m a_m\). Let \(Q(w) = \sum_{m=1}^{M_0} w_m^m Q_m\), \(T_m = Q_m p_m\), and \(T(w) = \sum_{m=1}^{M_0} w_m^m T_m\). By (A.17), (A.19), and the idempotent symmetric property of \(P_m\) and \(A_m\), we obtain the following results which hold almost surely for any weight \(w \in \mathcal{W}\) (as \(n \to \infty\)):

\[
\text{tr} \left[ P(w) \Omega P(w) \right] \leq \delta(\Omega) \text{tr} [P(w) \Omega], \quad \text{tr} [P(w) \Omega] \leq \text{tr} [P(w) \Omega], \quad (A.20)
\]

\[
\text{tr} [P(w) \Omega] \leq \sum_{m=1}^{M_0} w_m \text{tr} [P_m \Omega], \quad (A.21)
\]

\[
\text{tr} \left[ \tilde{P}(w) \Omega \tilde{P}(w) \right] \leq \text{tr} [P(w) \Omega P(w) + P(w) \Omega Q(w)], \quad (A.22)
\]

\[
\text{tr} \left[ Q(w) \Omega Q(w) \right] \leq \delta(\Omega) \text{tr} [Q(w) \Omega Q(w)] \leq \delta(\Omega) \text{tr} [Q(w) \Omega Q(w)], \quad (A.23)
\]

\[
\text{tr} \left[ T(w) \Omega T(w) \right] \leq \text{tr} [T(w) \Omega T(w)], \quad \text{tr} [T(w) \Omega T(w)] \leq \delta(\Omega) \text{tr} [T(w) \Omega T(w)], \quad (A.24)
\]

\[
\text{tr} \left[ Q(w) \Omega Q(w) \right] \leq \delta(\Omega) \text{tr} [Q(w) \Omega Q(w)], \quad \text{tr} [Q(w) \Omega Q(w)] \leq \delta(\Omega) \text{tr} [Q(w) \Omega Q(w)], \quad (A.25)
\]

\[
\text{tr} \left[ Q(w) \Omega Q(w) \right] \leq \delta(\Omega) \text{tr} [Q(w) \Omega Q(w)], \quad (A.26)
\]

\[
\text{tr} [Q(w) \Omega Q(w)] \leq \delta(\Omega) \text{tr} [Q(w) \Omega Q(w)], \quad (A.27)
\]

\[
\left| \mu^\intercal (P(w)) e / \tilde{R}_n(w) \leq \left| \left( \varepsilon^\intercal (P(w)) e / \| (A(w))^\intercal \|^2 / \tilde{R}_n(w) \right)^{1/2} \right| \right. \leq \left. \left( \varepsilon^\intercal (P(w)) e / \tilde{R}_n(w) \right)^{1/2} \right), \quad (A.28)
\]

\[
\left| \mu^\intercal (P(w)) e / \tilde{R}_n(w) \leq \left| \left( \varepsilon^\intercal (P(w)) e / \| (A(w))^\intercal \|^2 / \tilde{R}_n(w) \right)^{1/2} \right| \right. \leq \left. \left( \varepsilon^\intercal (P(w)) e / \tilde{R}_n(w) \right)^{1/2} \right), \quad (A.29)
\]
\begin{align}
& e' \hat{P}(w) e \leq e' P(w) P(w) e + e' Q(w) Q(w) e \\
& \quad + e' T(w) T(w) e + 2 |e' P(w) T(w) e| \\
& \quad + 2 |e' P(w) Q(w) e| + 2 |e' Q(w) T(w) e|, \\
& |e' P(w) Q(w) e| / R_n(w) \\
& \leq \left( \left[ e' Q(w) Q(w) e / R_n(w) \right] \left[ e' P(w) P(w) e / R_n(w) \right] \right)^{1/2}, \\
& |e' P(w) T(w) e| / R_n(w) \\
& \leq \left( |e' T(w) T(w) e / R_n(w)| \left[ e' P(w) P(w) e / R_n(w) \right] \right)^{1/2}, \\
& |e' Q(w) T(w) e| / R_n(w) \\
& \leq \left( \left[ e' T(w) T(w) e / R_n(w) \right] \left[ e' Q(w) Q(w) e / R_n(w) \right] \right)^{1/2}, \\
& e' Q(w) Q(w) e = \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m e Q_m e \\
& \leq \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m e \delta Q_m e \leq \tilde{h}^2 e', \\
& e' P(w) P(w) e \leq \delta (P(w)) e P(w) e \leq e' P(w) e, \\
& e' T(w) T(w) e = \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m Q_i Q_m e \\
& = \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m e P_i Q_i Q_m e \\
& = \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m e (P_i Q_i Q_m e + P_m Q_m Q_i P_i) e / 2 \\
& \leq \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m e (P_i Q_i Q_m e + P_m Q_m Q_i P_i) e / 2 \\
& \leq \tilde{h}^2 e', \\
& |e' P(w) e| \leq |e' \sum_{i=1}^{M_0} w_i Q_i A_m e + e' P(w) e | \\
& \leq \sum_{i=1}^{M_0} w_i |e' Q_i A_m e + e' P(w) e | \\
& \leq \sum_{i=1}^{M_0} w_i \delta (Q_i A_m) e + e' P(w) e \\
& \leq \tilde{h}^2 e + e' P(w) e,
\end{align}

\begin{align}
|\mu' \hat{A}(w) \hat{A}(w) \mu - \mu' A(w) A(w) \mu| / R_n(w) \\
= \left| \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \left( \mu' \hat{A}_i \hat{A}_m \mu - \mu' A_i A_m \mu \right) \right| / R_n(w) \\
= \left| \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \left[ \mu'(A_i + Q_i A) \right] \right| / R_n(w) \\
\times \left( A_m + Q_m A_m \right) \mu - \mu' A_m A_m \mu \right| / R_n(w) \\
= \left| \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \mu' A_i Q_i A_m \mu \right| / R_n(w) \\
+ 2 \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \mu' A_i Q_i A_m \mu \right| / R_n(w),
\end{align}

\begin{align}
& \mu' \hat{A}(w) \hat{A}(w) \mu - \mu' A(w) A(w) \mu \right| / R_n(w) \\
= \left| \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \left( \mu' \hat{A}_i \hat{A}_m \mu - \mu' A_i A_m \mu \right) \right| / R_n(w) \\
= \left| \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \left[ \mu'(A_i + Q_i A) \right] \right| / R_n(w) \\
\times \left( A_m + Q_m A_m \right) \mu - \mu' A_m A_m \mu \right| / R_n(w) \\
= \left| \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \mu' A_i Q_i A_m \mu \right| / R_n(w) \\
+ 2 \sum_{i=1}^{M_0} \sum_{j=1}^{M_0} w_i w_m \mu' A_i Q_i A_m \mu \right| / R_n(w).
\end{align}
\[ \begin{aligned}
&= \delta^{-2}\bar{\xi}_n^{-2} \sum_{m=1}^{\mathcal{M}_n} \text{tr} \left( \mu' \bar{A}'(w_m^o) \Omega \bar{A}(w_m^o) \mu \right) \\
&\leq \delta^{-2}\bar{\xi}_n^{-2} \delta(\Omega) \sum_{m=1}^{\mathcal{M}_n} \left\| \bar{A}(w_m^o) \mu \right\|^2 \\
&\leq \delta^{-2}\bar{\xi}_n^{-2} \delta(\Omega) \sum_{m=1}^{\mathcal{M}_n} \bar{R}_n(w_m^o). \tag{A.43}
\end{aligned} \]

By (A.20), (A.21), (A.28), (A.35), (A.42), and conditions (12) and (22),

\[ \sup_{w \in \mathcal{R}_n} \left| \bar{L}_n(w) / \bar{R}_n(w) - 1 \right| \xrightarrow{p} 0. \tag{A.44} \]

By (A.18)–(A.27), (A.38)–(A.40), and conditions (12), (22) and (23),

\[ \sup_{w \in \mathcal{R}_n} \left| \mu' \bar{A}(w)e / \bar{R}_n(w) - 1 \right| \xrightarrow{a.s.} 0. \tag{A.45} \]

By (A.43), (A.45), and conditions (12) and (21),

\[ \sup_{w \in \mathcal{R}_n} \left| e' \bar{P}(w)e / \bar{R}_n(w) - 1 \right| \xrightarrow{p} 0. \tag{A.46} \]

By (A.18), (A.19), (A.37), (A.41), (A.42), (A.45), and conditions (12) and (22),

\[ \sup_{w \in \mathcal{R}_n} \left| \bar{L}_n(w) / \bar{R}_n(w) - 1 \right| \xrightarrow{p} 0. \tag{A.47} \]

Using all these formulas in (A.16), we obtain the desired (OPT) condition. \( \square \)

Proof of Theorem 3.1. This proof is an application of Lemma 4 and Theorem 2 of Ing and Wei (2003), and the proof of our Theorem 2.2. To begin, let us substitute \( V_n(w), \bar{V}_n(w), \xi_n, \xi_n^*, \sigma_2^2 \) and \( " \) in probability", for \( R_n(w), \bar{R}_n(w), \xi_n, \xi_n, \Omega, \) and a.s. respectively used in Theorem 2.2 and its proof. Consider also the arguments used in the proof of Theorem 2.2, and note that condition (12) is implied by condition (C.4) and condition (C.1) implies that conditions (22)–(24) hold in probability. Now, taking into account all of the above, to prove Theorem 3.1, we need to verify that

\[ \xi_n^{-1} h'e = o_p(1), \tag{A.49} \]

\[ \xi_n^{-1} e'P'e = o_p(1), \tag{A.50} \]

and

\[ \sup_{w \in \mathcal{R}_n} \left| \mu' \bar{A}(w)e / \bar{V}_n(w) \right| = o_p(1). \tag{A.51} \]

Eqs. (A.49)–(A.51) correspond to results implied by (A.41)–(A.43) respectively. From the decomposition in (A.4) and \( \mu' \) being unrelated to \( w, \) we can prove

\[ \sup_{w \in \mathcal{R}_n} \left| \mu' \bar{P}(w)e / \bar{V}_n(w) \right| = o_p(1). \tag{A.52} \]

instead of proving (A.51). Due to (A.45), for proving (A.52), we only need to prove

\[ \xi_n^{-1} \sup \left| \mu' \bar{P}(w)e \right| = o_p(1). \tag{A.53} \]

In light of \( \{e_1, \ldots, e_n\} \) being i.i.d. and \( Ee_i^4 < \infty, \) we have

\[ e'e = O_p(n). \tag{A.54} \]

By (A.18), (A.54), and (C.1), we obtain (A.49).

From Lemma 4 of Ing and Wei (2003) and conditions (C.3)–(C.4), we have

\[ n^{-1}E(e'Y_iY_i'e) = O(r_1). \tag{A.55} \]

So, by Markov’s inequality,

\[ n^{-1}r_1^{-1}e'Y_iY_i'e = O_p(1). \tag{A.56} \]

In addition, by condition (C.2), we have

\[ n^{-1}e'XX'e = O_p(1), \tag{A.57} \]

which, together with (A.56), leads to

\[ n^{-1}r_1^{-1}e'XX'e = O_p(1). \tag{A.58} \]

Using Theorem 2 of Ing and Wei (2003) and conditions (C.3)–(C.4), we obtain

\[ \text{Var}(e(Y_iY_i')^{-1}) = O(1). \tag{A.59} \]

Combining with Markov’s inequality, this yields

\[ n \delta((Y_iY_i')^{-1}) = O_p(1). \tag{A.60} \]

Let \( J = (Y_iY_i')^{-1}Y_i'X'X^{+}(XX^{+})^{-1/2} \). From Rao (1973), we know that

\[ (XX)^{-1} = \begin{pmatrix}
(Y_iY_i')^{-1} + J'J & -J(X^{+}X^{+})^{-1/2} J' \\
-(X^{+}X^{+})^{-1/2} J & (X^{+}X^{+})^{-1}
\end{pmatrix}
\]

\[ = \begin{pmatrix}
(Y_iY_i')^{-1} 0 \\
0 0
\end{pmatrix} + 2 \begin{pmatrix}
J' 0 \\
0 (X^{+}X^{+})^{-1}
\end{pmatrix}
\]

\[ = \begin{pmatrix}
J' \\
(X^{+}X^{+})^{-1/2} J
\end{pmatrix}
\]

\[ = \begin{pmatrix}
J' \\
((X^{+}X^{+})^{-1})^{-1/2}
\end{pmatrix}. \tag{A.61} \]

Consequently,

\[ \delta((XX)^{-1}) \leq \delta((Y_iY_i')^{-1}) + 2 \max \{ \delta(JJ'), \delta((X^{+}X^{+})^{-1}) \}
\]

\[ \leq \delta((Y_iY_i')^{-1}) + 2 \max \{ \delta((Y_iY_i')^{-1}) \delta(n^{-1}X^{+}X^{+}) \times \delta((n^{-1}X^{+}X^{+})^{-1}) \} . \tag{A.62} \]

From (A.60), (A.62) and condition (C.2), we have

\[ n \delta((XX)^{-1}) = O_p(1). \tag{A.63} \]

Now, by (A.58), (A.63), and (C.1), we obtain

\[ \xi_n^{-1} e'P'e = \xi_n^{-1} e'X(XX)^{-1}X'e \leq \xi_n^{-1} \delta((XX)^{-1})e'XX'e
\]

\[ = \xi_n^{-1} n \delta((XX)^{-1})n^{-1}r_1^{-1}e'XX'e = o_p(1), \tag{A.64} \]

which is (A.50).

Also, from the argument of (A.64), we have

\[ r_1^{-1}e' = O_p(1). \tag{A.65} \]

To prove (A.53), we see that

\[ \left| \mu' \bar{P}(w)e \right| \leq \left| \mu' P(w)e \right| + \left| \mu' Q(w)e \right| + \left| \mu' T(w)e \right|
\]

\[ = \left| \mu' PP(w)e \right| + \left| \mu' Q(w)e \right| + \left| \mu' T(w)e \right|
\]

\[ \leq (\mu' P \mu e'P(w)e)^{1/2} + (\mu' \mu e'Q(w)Q(w)e)^{1/2}
\]

\[ + (\mu' \mu e'T(w)T(w)e)^{1/2}
\]

\[ \leq (\mu' P \mu e'P(w)e)^{1/2} + (\mu' \mu h^2 e')^{1/2} + (\mu' \mu h^2 e')^{1/2}
\]

\[ \leq (\mu' P \mu e'P(e))^1/2 + 2 (\mu' \mu h^2 e')^{1/2}. \tag{A.66} \]
\[ \xi_n^* \left( \left( r_{\xi_n}^{*2} - \mu^* \mu \right) (r^{-1} e^* e) \right)^{1/2} \]
\[ + 2 \xi_n^* \left( (n^{-1} \mu^* \mu) (n^{-1} \bar{h}) (r_{\xi_n}^{*2} - \bar{h} e^* e) \right)^{1/2}, \]  
\text{(A.66)}

where the third “\(\leq\)” on the r.h.s. of the above is from (A.34)–(A.36). Combining (A.18), (A.49), (A.65), (A.66), and condition (C.1), we obtain (A.53). This completes the proof. \(\square\)
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